
 1

The views, opinions, and findings should not be construed as asserting or implying 
US government endorsement of its factual statements and interpretations or repre-
senting the official positions of any component of the United States government.

From music to cars, the trend of 
automation—machines substituting 
human labor—is quickening. An arti-
cle published in the MIT Technology 
Review in 2012 posed the question, 
“Can creativity be automated?” The 
author then told the story of Music 
Xraya which possesses technology 
to detect potential hit songs by using 
algorithms that compare a song’s con-
stituent parts—tempo, rhythm, pitch— 
against those of historical top hits.1 In 
March 2015, the e-commerce giant, 
Amazon, obtained US regulatory 
approval to begin testing its drone de-
livery service.2 At the same time, Tesla 
Motors announced that it would roll-
out autonomous driving technology.3 
Microsoft cofounder Bill Gates once 
commented that software substitution 
will ultimately affect workers ranging 
from drivers to waiters: “Twenty years 
from now, labor demand for lots of 
skill sets will be substantially lower, 
and I don’t think people have that in 
their mental model.”4 Is it possible 
that automation could determine the 
demand for intelligence analysts?

Automated Analy-
sis: It’s everywhere

In a story heard all too often these 
days, my credit card company recent-

a. The company describes itself as a “song 
and talent filter,” linking artists and com-
posers with potential employers.

ly stopped my card from being used 
for purchases in Kentucky that I had 
not made. For this action to occur, 
the company (or rather, its software) 
probably spotted purchases made sev-
eral hundred miles apart and within 
minutes of each other. It drew the 
conclusion that I could not have been 
in two places at once, buying a TV at 
a WalMart in Kentucky and a coffee 
at Dunkin Donuts in Boston. Or may-
be the software spotted a series of 
low value transactions that preceded 
the attempt to buy the TV.

Companies on Wall Street auto-
mate stock trades based on real-time 
analysis of news. In a span of two 
minutes during the early afternoon 
of 23 April 2013, the stock market 
fell 100 points before it recovered. 
The cause of the plunge was a fake 
tweet from a hacked Associated Press 
(AP) Twitter account claiming the 
White House had been attacked. The 
event underscored the extent to which 
companies analyze news in real-time 
to exploit market-moving news.5 
Dataminr Inc., a leading company 
in providing real-time social media 
analytics to financial institutions, ana-
lyzes hundreds of millions of tweets a 
day to uncover market-moving news. 
Last September when a journalist 
tweeted that Home Depot was the 
victim of a cyber attack, Dataminr 
sent out an alert to its subscribers 
nearly 15 minutes ahead of news 
wires and before Home Depot’s share 
price declined 2 percent.6

The Case for Using Robots in Intelligence Analysis

Puong Fei Yeh

Automated Analysis

Is it possible that auto-
mation could determine 
the demand for intelli-

gence analysts?

Studies in Intelligence Vol 59, No. 4 (Extracts, December 2015)



 

Automated Analysis

 2 Studies in Intelligence Vol 59, No. 4 (Extracts, December 2015)

The Intelligence Advanced Re-
search Projects Activity, the Intelli-
gence Community’s (IC’s) blue-skies 
research arm, is sponsoring the Open 
Source Indicators (OSI) project.7 
OSI aims to “develop methods for 
continuous, automated analysis of 
publicly available data in order to 
anticipate and/or detect significant 
societal events such as political crises, 
humanitarian crises, mass violence, 
riots, mass migrations, disease out-
breaks, economic instability, resource 
shortages, and responses to natural di-
sasters.”8 In early 2014, OSI claimed 
to have detected disease outbreaks in 
Latin America up to two weeks before 
they were reported by local media or 
official government authorities.9

The Rise of Machine Reporters

On 17 March 2014, the Los 
Angeles Times ran a nearly 150-word 
story that gained attention not for its 
content—a report of an earthquake 
aftershock—but for how it was 
written. 

“Earthquake aftershock: 2.7 
quake strikes near Westwood

March 17, 2014, By Ken 
Schwencke

A shallow magnitude 2.7 earth-
quake aftershock was reported 
Monday morning four miles 
from Westwood, according to 
the U.S. Geological Survey. The 
temblor occurred at 7:23 a.m. 
Pacific time at a depth of 4.3 
miles.

A magnitude 4.4 earthquake 
was reported at 6.25 a.m. and 
was felt over a large swath of 
Southern California.

According to the USGS, the 
epicenter of the aftershock was 
five miles from Beverly Hills, six 
miles from Santa Monica and 
six miles from West Hollywood.

In the last 10 days, there has 
been one earthquake of mag-
nitude 3.0 or greater centered 
nearby.

This information comes from 
the USGS Earthquake Notifica-
tion Service and this post was 
created by an algorithm written 
by the author.  [Emphasis add-
ed]”10

Although the Los Angeles Times 
printed Schwenke’s name in the 
byline, the actual author was the pro-
gram he designed, Quakebot.

From writing corporate earnings 
reports to sports stories, natural-lan-
guage generation—the process of 
machines generating narratives based 
on data—is taking hold.11 Partici-
pants in a 2014 study could not tell 
whether a recap of a football game 
was written by a human or machine.12 
Yahoo’s partnership with North Caro-
lina-based Automated Insight enables 
millions of team owners in Yahoo 
Fantasy Football to receive auto-
mated status updates on their team’s 
performance, including automated 
trash talk.13,14

In 2014, AP, partnering with 
Automated Insights, automated the 
writing of corporate earnings reports. 
In March, the AP announced plans 
to expand the use of the automation 
technology to cover college sports.15 
Commenting on the technology’s 
impact, the AP noted automation 
allowed the production of 10 times as 
many stories per quarter as its report-
ers could previously accomplish.16,17 

The IC’s venture capital firm, 
In-Q-Tel, has taken notice. In 2013, 
In-Q-Tel and Chicago-based Narrative 
Sciences announced a strategic part-
nership and technology development 
agreement to create a version of Nar-
rative Science’s automated analysis 
software, Quill, for the IC.18 Narrative 
Science began its work with automat-
ed sports reports and is now gener-
ating earnings previews for Forbes, 
mutual fund performance reports for 
financial institutions, and investment 
research reports.19 The first paragraphs 
of a March 2015 report for Forbes.
com illustrates the power of Quill.

Wall Street is optimistic about 
Barnes & Noble, which is 
slated to report its third quarter 
results on Tuesday, March 10, 
2015. Analysts project a profit 
of $1.19 a share, a rise from 86 
cents per share a year ago.

The consensus estimate remains 
unchanged over the past month, 
but it has increased from three 
months ago when it was $1.10. 
Analysts are projecting earn-
ings of 28 cents per share for 
the fiscal year. Analysts look 
for revenue to decrease 5% 
year-over-year to $1.90 billion 
for the quarter, after being $2 
billion a year ago. For the year, 

The Open Source Indicators project aims to “develop 
methods for continuous, automated analysis of publicly 
available data in order to anticipate and/or detect signifi-
cant societal events...”
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revenue is projected to come in 
at $6.05 billion. 

Written narrative is important be-
cause it is the primary way informa-
tion and insights are communicated 
to most people. As one writer noted, 
“just as words cannot really turn 
into pictures, pictures cannot replace 
words in terms of their ability to 
convey clear, (mostly) unambiguous 
information.”20

That the adoption of automated 
journalism is occurring during the 
Big Data era is not a coincidence. A 
2012 study sponsored by informa-
tion technology provider EMC and 
market research and analysis firm 
IDC concluded that 23 percent of the 
information in the “digital universe” 
was potentially useful if tagged and 
analyzed, but right now only 3 per-
cent of that digital data is tagged and 
even less (under 1 percent) is ana-
lyzed.21

Today’s computing technology 
and advances in information storage 
mean volumes of past and real-time 
data being created at high velocity 
are now exploitable.22 With increased 
amounts of data for analysis, there 
is increased demand for people and 
machines to make sense of and act 
on that data. The “global econo-
my is beginning to operate truly in 
real-time, with constant streams of 
data showing where consumers are 
shopping, ships are traveling, energy 
and money are flowing,” according to 
the Mckinsey Global Institute.23 

Where companies like Automated 
Insights and Narrative Science fit into 
the Big Data landscape is that their 
technology, which is scalable, can 
analyze complex and high volumes 
of data and autonomously translate 
those insights into plain English. 

According to Narrative Science CEO 
Stuart Frankel, “imagine the amount 
of time and money companies are 
spending taking data, trying to get 
a couple of interesting things out 
of that data, and then putting it into 
PowerPoint or Word. It takes an ex-
traordinary amount of effort.”24

Robots in Intelligence

In spite of the numbers of agen-
cies (17) that comprise the IC, ana-
lytical writing across the community 
follows a general formula and style. 
Some even view intelligence writing 
as somewhat mechanistic or border-
line robotic. Many analysts use tem-
plates, which have specific guidance 
on how to structure an intelligence 
story according to the topic. Whether 
you are a puzzle solver—those who 
try to connect the proverbial dots—or 
a mystery framer—those who focus 
on “political and societal questions 
related to people, such as region-
al issues, national intent, or group 
intentions and plans”—the written 
narrative remains the principal means 
of delivering analysis to their audi-
ences.25

Typically within the first para-
graph, analysts describe a new 
development and give their bot-
tom-line take on the development. 
The remaining paragraphs address 
reasons for the development and the 
last paragraph or paragraphs provide 
implications and outlook or suggest 
opportunities to capitalize or manage 
the risk of the development. Often 
below each paragraph are bulleted 

points that provide “evidence” or 
supporting analytical reasoning.

The deliverable or the intelligence 
product can take many forms, rang-
ing from PowerPoint slides to reports 
running several pages in length. 
Topics covered range from political 
and economic issues to terrorism and 
weapons development. The under-
lying narrative formula, however, 
for these stories is the same. Start 
with a development—nefarious guy 
in country X is preparing to do bad 
things in country Y—and explain to 
the intended audience the cause and 
significance of this development. 

Story templates and data—both of 
which are in abundance in the IC—
are essential for natural-language 
generation. To date, the technology’s 
rise to prominence is its capacity to 
autonomously analyze and generate 
stories based on quantitatively-rich 
data. Statistical data that can be com-
pared across time and against other 
like data is particularly well-suited 
for natural-language generation. This 
is why the technology’s most well-
known applications center on sports 
and financial-related topics. 

To summarize a football game, for 
instance, one would want to know the 
key play or set of plays that led to the 
outcome. Was it time of possession or 
yards or total offensive yards gained 
that swung the game towards the fi-
nal outcome? Using data from sports 
analytics platforms that provide con-
tinual updated odds of winning given 
a certain play, down and distance, 
and remaining time, natural-language 
generation can be used to automate 
this type of analysis.26 The platform 

Today’s computing technology and advances in infor-
mation storage mean volumes of past and real-time data 
being created at high velocity are now exploitable.
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would then compare the game against 
a broader context. How unique was 
this outcome in the current season? 
How about compared to the past 10 
seasons? The last step involves trans-
lating the analysis into the written 
narrative.27, 28

One also can tailor the narrative to 
suit different readers. Suppose you’re 
a fan of the losing team, would 
you really want to read a recap of 
how the opposing team put up four 
touchdowns and 400 yards, breaking 
multiple records in the process? In 
fact, Big Ten conference officials 
approached NarrativeScience about 
writing stories that were less embar-
rassing for the losing team. When 
NarrativeScience covered little 
league games, its platform left out 
dropped fly balls to soften the blow 
to parents’ egos.29

In the IC, the data that underpins 
analytical assessments are derived 
from across the “INTs” (i.e., human, 
signals, imagery, and measurement 
and signatures intelligence). The 
data can be qualitative or quanti-
tative in nature. Qualitative data 
can come from the interpretation of 
person-to-person conversations or 
documentary information. Quan-
titative data can take the form of 
technical signatures or characteristics 
of a specific target. Imagery data can 
have both quantitative and qualitative 
aspects. Single or multiple sources of 
intelligence can be used to directly or 
indirectly support analytic reasoning. 
The evidence underlying analysis is 
messy and contradictory. 

Possibilities and Challeng-
es in Automating Analysis

What intelligence stories might 
natural-language generation write? 
Stories that center on quantitative 
data (e.g., measurements) are prob-
ably most suitable for natural-lan-
guage generation. Measurement and 
signature intelligence gleaned from 
tests of an adversary’s new ballistic 
missile, for example, would seem 
like a good fit. The data acquired 
during a test could include infor-
mation on the composition of the 
exhaust or distinctive radar signatures 
and emissions or trajectories and dis-
tances from launch to impact. With 
such information from a current test 
together with data from previous tests 
or tests involving different missiles, 
comparisons can be made against 
current and historical data and pat-
terns. One could structure a story on 
the significance of the most recent 
test or just focus on a discrete aspect 
of the test itself, for example, the 
composition of the missile exhaust. 

The following is a hypothetical 
example of the possibilities of natu-
ral-language generation based on a 
declassified intelligence report about 
a 1980 Chinese intercontinental bal-
listic missile test.30

Title: Missile Launch Prepa-
rations are underway involv-
ing Intercontinental Ballistic 
Missile

Bottom Line: Recent construc-
tion of tracking equipment facil-
ities and activities at a missile 
production plant suggest launch 
preparations are underway.

Summary: In late November 
1979, construction of two, new 
facilities to house launch align-
ment equipment occurred at the 
Shuangchengzi Surface-to-Sur-
face Missile Complex. These 
facilities were larger than the 
old facilities, suggesting that 
the larger facilities house new 
types of alignment equipment. 
During the same month, activ-
ities observed at the Shanghai/
Minhang Missile Production 
Plant were consistent with the 
transport of intercontinental 
ballistic missiles. The Shanghai/
Minhang production plan is 
associated with CSL-2 space 
launch vehicles. 

The parts of the above story that 
are quantitative are the dimensions 
of the launch alignment facilities and 
signatures associated with the trans-
port of missiles at a previously iden-
tified missile production plant. From 
this collection of data, a computer 
searches for insight asking analytical 
questions of the sort an analyst might 
ask. 

•  What missiles are associated with 
the missile production plant? 

•  With regard to physical dimen-
sions, how is the new launch 
alignment complex different from 
the old complex? 

•  What is the significance of the 
missile transport activities? 

•  What is the significance of both 
occurrences—construction of new 
facilities and missile transport 
activities—occurring in the same 
time frame? 

Stories that center on quantitative data (e.g., measure-
ments) are probably most suitable for natural language 
generation.
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•  Have these occurrences coincided 
before and if so what occurred 
afterwards? 

Typical capabilities embedded in 
natural-language generation technol-
ogy include regression analysis, time 
series modeling, and other statistical 
approaches. Translating these analyt-
ic insights into a narrative involves 
the computer understanding the style 
and structure of analytical products. 
For the hypothetical title, “Missile 
Launch Preparations are Underway 
involving Intercontinental Ballistic 
Missile,” the computer needs to gen-
erate a headline that communicates 
the message of the report within a 
specified word limit. Similarly, for 
the bottom line, the computer needs 
to communicate the gist of the story 
while avoiding technical jargon that 
only specialists would understand. 
With automation, however, differ-
ent narratives could be generated 
from the same data to suit different 
audiences. A policymaker’s analytical 
needs are different from those of a 
Chinese ballistic missile analyst.

A more challenging task for nat-
ural-language generation is creating 
stories based on qualitative informa-
tion, although some qualitative data 
is more conducive to measurement 
than others. Measuring sentiment 
through analysis of social media 
probably is an easier task for natu-
ral-language generation than figuring 
out an adversary’s plans and inten-
tions based on fragmentary reporting 
from multiple intelligence sources. 

The United Nations-sponsored 
Global Pulse Initiative, in 2012, 
successfully predicted an increase in 
the price of foodstuffs in Indonesia 
several weeks ahead of government 
indices by measuring popular senti-

ment through Twitter.31 Now imagine 
a natural-language generated story 
on the same topic that says, “based 
on the increasing intensity of popular 
discontent regarding foodstuff prices 
over the past three months, inflation 
probably has increased between X 
and Y  percent. Compared with the 
past five years, the current estimated 
level of inflation represents a new 
high. The last time the inflation 
reached new levels, riots occurred in 
Jakarta and other major population 
centers. . .”

Producing assessments on a 
government’s intent and plans are 
a greater challenge for natural-lan-
guage generation since the underly-
ing data is mostly unmeasurable. The 
intelligence reporting that analysts 
use to produce these types of assess-
ments could span lengthy periods 
of time, consist of information from 
multiple sources across topics as 
diverse as domestic politics and 
defense industries. They also involve 
intuition. 

For example, determining a 
country’s threshold for initiating a 
military offensive over a territorial 
dispute may require information on 
the capabilities of its military forces 
(current and projected), dynamics 
of senior political-military decision-
making, and similar information on 
other internal and external actors. 
Assessing military force capabili-
ty, alone, require judgments about 
forces’ readiness, structure, and 
sophistication of military equipment 
and personnel capabilities and will. 
Of these, sophistication of equipment 
may be most measurable. Now imag-

ine some of the information on the 
aforementioned factors is missing or 
fragmentary. In the financial services 
industry—a data rich environment 
for measurement—natural-language 
generation still has “trouble process-
ing the qualitative information central 
to most analysts’ jobs.”32

A question separate from whether 
natural-language generation can ef-
fectively process qualitative informa-
tion is which can tell a better story, 
humans or computers? In comparing 
two Disney corporate earnings re-
ports—reports that natural-language 
generation currently process—Slate 
columnist Will Oremus noted, “[a] 
good story about Disney requires a 
journalist who already has a concep-
tion of what the company is about 
and why it’s important in the wider 
scheme of things. . . . [the] piece also 
draws on [Ryan Nakashima’s] under-
standing of the big abstract questions 
looming over 21st-century business 
management. Are big content brand 
acquisitions, in general, worth the 
money?”33 For some kinds of story-
telling, processing power, alone, may 
be insufficient, and therefore some 
automated intelligence stories do 
require a human touch.34

Rebalancing Analytic Resources

As is widely known, one of the 
big challenges confronting the IC is 
the ever increasing volume of data 
that requires timely analysis and the 
speed with which data is created and 
distributed. Adding another layer to 
these challenges is the IC’s require-
ment to maintain a watch over nearly 

A question separate from whether natural language gen-
eration can effectively process qualitative information is 
which can tell a better story, humans or computers?
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the entire globe. US policymakers 
and the public expect the IC to be 
capable of providing warning in 
any part of the world where events 
may affect US national security 
and interests.35 This often results 
in a situation in which a handful of 
countries (China, Iran, North Korea, 
and Russia) and topics (terrorism 
and proliferation of weapons of mass 
destruction) attract the most collec-
tion and analytical resources while 
remaining countries and topics attract 
much less.

Automation could help the 
community address the imbalance 
by permitting it to realign resources 
differently. For example, if analysis 
of developments like missile tests 
or changes of military force dispo-
sitions were automated and quickly 
communicated with little human 
involvement delivery of intelligence 
reports on these developments could 
be completed and disseminated much 
more quickly as time on analysis, 
drafting, editing, and reviewing 
would be reduced. 

In the case of AP, automating 
news reports on corporate earnings 

resulted in “far fewer errors” than ap-
peared in manually written reports.36 
More importantly, automation al-
lowed organizations to shift resources 
to their greatest need. For the AP, 
automation allowed it to “focus more 
reporters on higher-end enterprise 
stories that break news that no one 
else has [emphasis added].” 

Ken Schwencke, the journalist 
and developer of Los Angeles Times’ 
Quakebot, said, “it [natural-language 
generation] saves people a lot of 
time, and for certain types of sto-
ries, it gets the information out there 
in usually about as good a way as 
anybody else would. The way I see it 
is it doesn’t eliminate anybody’s job 
as much as it makes everybody’s job 
more interesting.”37

Another potential benefit may be 
that IC producers of analysis may be 
able to more effectively tailor their 
products for different—and possibly 
a wider range of—consumers. Today, 
analysts tend to be focused on the 
needs—both in content and style— 
of specific audiences. Demands from 
multiple consumers compete for the 
time and attention of analysts and 

their managers. Consequently, priori-
tization will lead to some customer’s 
needs being unmet, imperfectly met, 
or ignored. Natural-language article 
generation can help cover some of 
those gaps. During the football sea-
son, Yahoo Fantasy Football delivers 
personalized stories to millions of its 
users on their teams’ status. The goal 
of Automated Insights CEO Robbie 
Allen is to deliver tailored analy-
sis on a massive scale— “[i]nstead 
of one story with a million page 
view[s], we’ll have a million stories 
with one page view each.38

Earlier this year, Director of 
National Intelligence James Clapper 
testified before the Senate Armed 
Services Committee about the land-
scape of threats facing the United 
States.39 Declaring that the new nor-
mal is “unpredictable instability,” he 
provided a grim picture of our world 
and the uncertainty in predicting how 
threats will unfold. As the same time, 
the IC faces increased demand for 
intelligence during a time of con-
strained budgets. 

Why not let robots help in anal-
ysis and writing and free up human 
analysts to engage in the exhaustive 
research and creative efforts neces-
sary to confront the dangers we face 
now and will face in the future?

v v v

Why not let robots help in analysis and writing and free 
up human analysts to engage in the exhaustive research 
and creative efforts necessary to confront the dangers we 
face now and will face in the future?
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