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PLENARY SESSION

1, THE METALANGUAGE OF MACHINE TRANSIATION
1 ATION

No D. Andreyer (leningrad)

l. We call a metalanguage any linear aystem of gigns used for the
written designation of the elements in a particular system of ideas and the
relations between thess elemsnts.

2. The class of metalanguages at the present time comprises mathematics,
physicg, chemiatry, formal genetics, and symboliec logiec.

3. The preparation of algorithms for machine transletion requires the
development of a special metalanguage in the symbols of which may be described
the facts and relationships of the language systems that are subject to equiv-
alent comparison,

4. The symbols used in the metalanguage of machine translation sre
regarded as metalanguage words and grouped in categories analogous to the
parts of apeech.

5. Types of commands in M.T. zﬁhchine translatiq§7 are regardsd as
metamoods ?.némmmmmung

6? The use of metalanguage in the analytic part of algorithms,
7. The use of motalanguage in the tranaformational part of algorithms.
8. The use of metalanguage in the synthetic part of algorithms,

9. The possibility and value of a general theory of metalinguistic
systems,

10. A comparative analysis of the class of metalanguages and the class

of spoken languages may serve as a basis for elucidating the relations betwsen
formal logiocal semesiotics and general linguisties,

2, SOME GENERAL PROBLEMS IN MACHINE TRANSIATION /i,T.7

I. K. Bel'skaya (Moscow)

l. Experisence gained in preparing experimental routines for machine
translation from English, Germsan, Chinese, Japanese, and Russian in the ITM
and VT Zﬁh&titut tochnoi mekhanilki i vychislitelnoi tekniki/institute of
Precision Mechanics and Computer Engineeriqg/bf the Academy of Sciences,
USSR confirms the assumption that translation, even in such an unusual form
as machine translation, is, as far as content is goncerned, a linguistio
problem,

= ] -
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4,

2, The development of linguistic methods of solving M.T., problems may
be achieved on the basis of so=called ™traditiomal linguistics™ and the
results of such work may be of definite interest to linguistics,

The systematization of language phenomena that accompanies M.T. ressarch
should help to eliminate the well known contradictions and diffusensss in '
the definitions of certain linguistic categories accepted at the present time.

3, A distinction between the lexical and grammatical aspects of the
translation problem seems essential, The difference in quality and degree
of lexical and grammatical abstraction emerges in the system of machine
translation with unusual clarity.

Rules of lexical character are recorded in a glossary. Grammatiocal
rules are not included in the glossary and form the content of so-called
“t{ranslation routines™,

4. An M.T, glossary must be so constructed that its various parts can
expand unevenly.

An M.T. glossary may be divided into 2 main sectionss
I single-meaning glossary, and
II multiple-mesaning glossary. LY
Bach of these is in turn subdivided into:
Ia pglossary of technical terms;
Ib glossary of words in general usej
IIa glossary of full-meaning worde;
IIb glossary of auxiliary words .
~ An M.T, glossary is accompanied by several auxiliary routines (come
prising one cycle in the translation routine) in order that the lexiocal
snalysis of a sentence may be performed without human interventions
1. Routine of dividing a sentence inko words @outine 1l iz not
essential for all languages, only for such as Chinese, Japanese, Arabic,
etc,, where the sentence is written down in the form of an unbroken guccesaion
of signs with no apaces betwsen the words/
2., Routine of obtaining the glossary form of a word

3, Grammaticel analysis of "™unknown words™

)

=22 e
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4. Syntactic analysis of "formules®
5. Routins of distinguishing homonyms
6. Routine of analysis of polysemy.

5. The basic problems of an M.T. glossary-—éize and polysemy-~are
satisfactorily ao;ved_by_combining the following two methodss

(2) division of the glossary into a series of "special glossaries"
corresponding to various spheres of human activity (in our case - correspond=-
ing to the verious branches of science);

~ (b) ocontextual (functional - semanﬁic) enalysis of the words.
6. The main festures of an M.T. glossary are that its

(a) ocontains & systematized description of each word that is
capable of ensuring the subsequent grammatical analysis of the word in the
sentence (the "inyariant‘characteristios of the word");

(b) provides for a genuine correspondence between two lexical
systems, registering the "relevent meanings™ of words; ,

(o) takes cognizance of "zero meenings® of words, i.e. instances
where & word must not be translated into another language as e separate
lexical unit.

For the rest, an M.T. glossary may be arranged on the same principles
as those underlying existing bilingual dictionaries. In particular, there
is né need to convert an M.T. glossary into & "glossary of stems”. More--
over, a glossary of words has definite advantages for M.T. too.

7. The solution of the problem of grammatical analysis in M.T. is
connected with the realization of & logical, structural description of
languege. Hence, conclusions drawn from solving this problem may have 2
certain general linguistio interest.

8. Following the grammaticel analysis of 5 linguistic systems--English,
German, Chinese, Japaness, and Russian-~for M.T., it seemed possible to use
a oonsistent system of dividing words into the following 9 lexico-grammatical
cetegories: :
1, verbs,

2, substantives,

3. numerals,

- 3 -
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4, adjectives, c Sl s

5. adverbs,

6. prepositions z@hineSG and Japanese postpositions 'may be clas-
sified as prepositions on the basis of their resemblance to
prepositions in functiqg7 ‘ v SRR

7? gonjunctions,

8. particles,

9, parenthetic words,

 The principle of dividing words into these classes is gimilar to that
underlying the division of words into parts of speech. Hence, there is no
need to do away with the traditional names of the parts of speech., Only a
bit more precision is required. ' R

Thus, the classes of nmumerals, adjectives, and adverbs have been changed.,
Pronouns are not isolated in a separate class, but the pronominal category

differs for such parte of speech as substentives, adjectivesafand adverbs,

Systematization of grammatical categories within each part of spesech

- resulted in di:["f'erentiatifg between the variant (comtextusl) and invariant ™™
grammapical‘characteriatics of the words. '
9, The grammatical processing of sentences by the translation routines
breaks down into two independent stepss
Anelysis of sentence %o be translated, and
Synthesis of translated sentence.
" We call analysis routines that system of rules whereby the linguistic
analysis of & sentence to be translated can be performed in such a way as
Yo produce the information needed for the grammatical structure of the
translated sentence.,
'In the M.T. variant developed at the Institute of Precision Mechenics
and Computer Engineering of the Academy of Sciences, USSR, the analysis
routines include the following 8 routines in oycle IIs
l. functional analysis of punctuation marks;
2, breakdown of sentences into clauses and more precise definition
of parenthetical phrases in clauses;
3. syntactic analysis of clauses;
-

.
Approved For Release 2000/08/24 : CIA-RDP68-00069A000100200007-9 -



Approved For Release.g000/08/24 : CIA-RDP68-00069A000100200007-9

@, "yerb™ routine;

6. "numeral® routine;

.6? "substantive" routine;

7. "adjective™ routine;

8. "“changing word order in translated sentence" routine.

10, We call synthesis routines that system of rules whereby the
grammatiqgl structure of the translated clause can he formed.

As of now 4 synthesis routines for the Russian sentence have been
worked outbs

1, word-forming routine;
2. "verb" routine;

3. "adjective™ routine;
4. Msubstantive" routins.

- It is proposed to develop a routine for editing the style of translated
Russian sentences as well as synthesis routines for several other lenguages,
particularly Chinese and English.

- This would make it possible to produce multilinguel machine translation

(from many languages into many languages), using Russian, it is suggested,
as an intermediary languege.

3. AN INTERMEDIARY IANGUAGE AND ARTIFICIAL
INTERNATIONAL LANGUAGES

Ye. A. Bokarev (Moscow)

l. Creation of an intermediery language for machine tramslation or
an artificial Esperanto-type international language requires the solution
of several problems, the mein one being the need %o establish correspondences
between the lexical and grammatical units of languages that differ in their
structwral characteristics,

. 2. Internationsl languages based on natural languages use everything
that is essential for communication and reject what is non-essential or of
1ittle value (exceptions of various kinds, polytypic declensions and con-
Jugations, etc.). The most consistent in this respect are the autonomastioc:
languages (Esperanto and Ido). Langueges of another kind - the naturalistic
(Interlingus and Occiderital) - retain cértain of the unjustified compliocations
and inoconsistencies of natural languages.

- 5 -
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%, The most important problems in the field of grammer ares indication
of the parts of speech, expression of subjeet=obgeet relations, and word
order in sentences.

4, In the field of word formation there is thevprdblem of productivity
of wnrdmforming affixes and use of established patterns.

6. Soms of these problems may be sclved in various ways when an inter-
mediary language or an artificial language for international relations is
created. Nevertheless, there are many problems that cen be solved in similer
fashion.

4, THE VALUE OF MATHEMATICAL METHODS IN LINGUISTICS

Ro Lo Dobrushin (Moscow)

1.  Uses of linguistics as a justification for its existence, Classical
fields of usegs teaching of languages and applisation tc problems in history.

"2, Demands on language research imposed by elalsi@al fields of appli-
eation of linguistics.

3. Newest fields of application of linguistics: mechanical translation
snd use for transmission of information in the form of writtan and oral
-linguistie material.

4, Problems and metheds of linguistic research dictated by the neweat
fields‘of linguistic applications.

5. Mathematical methods of linguistic investigations

(a) methods used in theory of numbers applied to investigation
of the grammatical structure of language;

(v) investigation of language structure by methods used in the
theory of information;

(6) 1linguistic statistios.

6. Interrelations between classical and modern linguistic techniqueso
_ Potential for the development of mathemetical methods.

5. CONVERSION OF COMMUNICATIONS AND CDNVERSION OF CODES

V. Vo Ivanor {(Moscow)

1. In theoretical inwvestigations dealing with sutomatization of
linguistic processes, it is adviseble tc distinguish the conversion of com-
‘munications (texts) from the conversiom of codes (sign systems).

=] 6 =
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2. By communication conversion we understand the trenslation of a
comminication from one code into another (recoding) while retaining the
invariant informstion. When speech is transmitted at a distance, the
linguistic structure of the text is kept, which makes this case very simple.
When sentences are converted within a single language the linguistic
structure of the text is partially transformed., This transformetion may,
therefore, be regarded as a first approach to machine translation. 1In
translating from one concrete language into another concrete language or
into an intermediary language, it is possible to preserve the characteristics
of the linguistic structure of the text, which are directly reflected on the
structure of the text in the other language. In translating into the logical,
abstract language of en information machine, only the logical structure of
the text can be preserved. The increasing degree of difficulty of each of
these tasks is determined by the complexity of the rules for converting a
conmuicetion, which vary with the extent to which the information appear-
ing as an invariant during the converasions can be formalized.

3. By code conversion we understand the translation of one code into
another while retaining the code pattern. An intermediary language for
machine translation and an abstract machine language for an information
machine may be regarded as abstract systems, which are represented by the
concrete language of scientific and technical texts., Therefors, to develop
these abstract systems we require a formal analysis of the individual con-
orete languages in order to reveal their common patterns. An abstract
machine language may be constructed by converting concrete languages derived,
in turn, from interpreting an abstract language. The general theory of code
conversion may be used for the deductive derivation of ome scientific system
from another. In this connection it is mnecessary to investigate ocode
isomorphism in the various sciences (and code isomorphism in a single science
at verious stages in its history). At the same time a general theory of
code conversion makes it possible to formulate with greater precision the
concepts of comparative and historical linguistics due to the fact that comm
parative-historical celoulation is e special case of code calculation.

6, THE SEQUENCE IN BUILDING A LANGUAGE SYSTEM

P. 8. Kuznetsov (Moscow)

- 1. Any language is a system of simple wnits of various orders so
interlinked by hierarchical relations that each elemental unit is in some
respect indivisible (without loss of some of its properties) and at the
same time consists of a certain number of units of a lower order.

2, The simple units of ome order form what is called a level, stage,
or layer in a language system., Thus, one level is formed by such elemental
units as phonemes, another by morphemes, which consist of phonemes, & third
by lexemes (words), which consist of morphemes, etc.

- T a
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When we build any language system, apparently the simplest way should
be to define in succession the wnits 6f the lcwest order and then pess on
to the units of the next higher order, the units and relations in which
they must be defined in accordance with concepts already defined for the
next lower order., Thus, having defined the concept of phonems, we may de-
fine the morphems, which always consists of a certain number of phonemes.

4, But if we proceed in this fashion, we shall not be able to con-
struct an internally consistent system, since at cértain stages along the
way we will meet up with vicious circles (in the logical senge)o

5. The reason is that a system of units in any single order requires
certain concepts lying outside itself for its own construction or, in other
words, forming with respect to it meta-concepts ZﬁETA~PONYATI{Q7. These
mete-concepts relate in part to the system of units in a lower order (with
respect to the order in question) and they may relate in pert also to the’
system of units in a higher order (with respect to the order in question).
Thue, the definition of phonemes and their interrelations (in the phonological
sense, to which I subsoribe; I have often set forth in print the case for
this view, so there is no need for me ‘to go into it again here) are based
not only on concepts from the field of phonetics, but also on some concepts
from the field of morphology, i.e., they relate to the level of morphemes,

6. A more complicated method of constructing a language system is
outlined on the basis of the foregoing. In some cases it is necessary to &,
proceed directly from the system of the lower (e.g. first) order not to the
next higher (in the given case, second) order, but to the following (in
our cage, third) order; and having constructed it without utilizing the cone
cepts of the second order, to procsed to this last; and then to return to
the system of the third order and finish constructing it, now also making
use of the concepts relating to the system of the second order,

7. MACHINE TRANSIATION STUDIES IN THE MATHEMATICAL
INSTITUTE OF THE ACADEMY OF SCIENCES, USSR

A. Ao Lyapunov and O, S. Kulagina (Moscow)

I. Introduction

l. Blectronic computers are a highly efficient means of processing
informgtiono

2. It is practical to use electronic computers as an auxiliary tool
for intellectual work,

3, Human speech as a means of transmitting information.

4. The importance of making it possible for mechines to use human
speech.

—8::
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5. Machine translation as a first step in instructing machines %o
work with & language.

1I. Brief Description of Work Done

6, French-Russian translation, Empirical formulation of rules.
Construction of an algorithm suited to the machine's capabilities.
Elaboretion of problems connected with coding and information conversion
in the machins memory and with the organization of programs to increase the
effiociency of machine operaticn. Utilization of scales, Work on improv-
ing the algorithm and programs on the basis of experimental translations.

7. English-Russian translation. Use of structural-syntactic analysis
of English. Classification of English and Russian words on the basis of
formal oriteria, Grammatical configurations of English and Russian, a
comparison, Problems in eliminating homonomy. Use of experience with
French-Russisn translation in problems comnected with coding, program con-
struction, and Russian sentence analysiso

8. DProblems in sutomatizing translation programming. Operational
description of translation algorithms. Compiling program, constructing the
translating program according to its operational desoription. Significance

of experisnce gained in programming French-Russian translationo

9, Theory of numbers approach to the construction of a formal grammar,
Classification of words, identification of configurations, determination of
relations between words. Possibilities of using a similsr approach to
syntax and phonetics.

10. Basic principles of operatioms advence by "ledges™ ZﬁSTUPAMI 3
meximal theoretical interpretation of each steps planning of work based on
jnterrelations betwsen machine and thought; close contact between groups
working on different languagess joint work of mathematicians and linguists
et all stages starting with the formulation of translation rules.

III, Problems
11, Linguistic problems in machine translation.

(a) Development of pfecise system of linguistic concepts, their
operation in translation algorithms as a criterion of usefulness.

(b) Development of methods of constructing tranglation algorithms
for differsnt languages.

(¢) Intermediary lsnguages, construction and use.

(d) Problems in linguistic statistics.

(¢) Investigation of language structure on the basis of translation
algorithms.

- 9 =
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12. Technical problems in mschine translation,
(a) Elaboration of effective designs for translation machines.
(b) Establishment of operational systems for these machines. _
(¢) EBlaboration of special memory devices (lerge capacity with
swift retrieval).,
(d) Design of special input and output devices.
13. Methematical problems in mechine translation.
(a) Development of effective means of coding information at the
various stages of operation.
(b) Increasing the output of algorithms.
(e) Investigation of abstract language models and translation
models, _
(d) Elaboration of a mathematical language to describe translation
algorithms, _
(e) Automatization of programming of translation algorithms, -~

14, Combined=cybernetic problems. |
(2) Machine output of algorithms.
(b) Machine production of linguistic statistics.

(¢) Machine construction of models of concrete languages on the
basis of limited toxt materials,

IV, Problems Connected with Work in the
eld of Machine Trans.ation

15, Need to elaborate different approaches to the problem by different
research groups maintaining close contact among themselves. Valus of co-
operation in machine translation. Need to establish systematic exchange of
information between groups working in different citiss.

16. Need for representatives of the various. fields of specialization
to participate in the work on machine trenslations mathematicians, linguists,
and engineers constantly cooperating at all stages of the work from formulation
of rules to study of experimental translations,

@ 10 e
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8. AN INTERMEDIARY IANGUAGE MODEL FOR MACHINE TRANSLATION

I. Ao Mel'chuk (Moscow)

The follewing represents one of the posgible solubions to the problem
of machine translation from many languages into many languages:

1l Two sets of rules are worksd out for sach languages

(a) The rules of ansliysi® which, with the help of appropriate
glossaries and cherte, effect the transfer of a text into
& conventional numerical code in such & way that each word
in a given form and given synteactic function is matched
one=for-ons with a shain of figurss called set of infér-
mation for the word. The series of sets of informstion
developed is broksn down into paired typical combinations
with which the relations existing in each given pair of
information sets heve besn mstched one-for-one, The fixed
rolation between the two sets of information (containing
the syntactic relation betwsen the corresponding worda) is
called a “configuration™, One msmber of the pair which
satisfies the given configuration is called the “governing®
end the other the "governsd™ member. The total number of
configurations is not wery largs (in & specialized texte-
no more than 200),

As a result of the analysis, each word in the text
to be translated is replaced by & set of information and
each set conbains an indication of what csonfiguration it
satisfies eand which member it is.

(b) The rules of synthesis permit transition from the numerical
¢0de, ie8., from the seriés of sets of information, to
words, to the actual text, This operation ig the reverse
of enalysiz desoribed abovs.

Each configuration contains an indication of what
form a word that satisfies the configuration in qusstion
as either member of the pair must have, Therefore, if
we know the stem of & word, the kind of configuration,
and exactly how the word satisfies it, we can aynthesize
the necessary forme,

Both analysis and synthesis are effected in com-
plete indepsndence of the translation.

2. A special system of rules and charts is being worked outs
determining correspondences betwsen the conventional numsrical code of
different languages (identical corrsapondsnces are not essential; rules for
choice may be useda These corrsspondences ars established on 3 levelss

. = 1} =
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(a) lexical correspondences (i,6. lexical transfer of stems);

(b) grammatical correspondences (trensfer of so=celled “extra-
syntactic " categories as, for exsmple, number in nouns
or tense and mood in verbs );

(o) syntactic correspondences (correspéndences between con=
figurations";'syntactic‘relations'ef’different‘languages‘
as woll a8 correspondences between groups of configurations =
clauses snd various types of phrases).

This abstract system of correspondences is also called
an intermediary language which does not exist, therefors,
as any real or artificial language but represents a unique
caloulus.

3, The translation process consists of three stepss

anelveis -- transition from & text in the source language to &
series of configurations;

trensition -- from & series of configurations in the source
language to a series of configurations in the target language;

synthesis -~ transition from & series of configurations in -
the target languege to & genuine text in ite.
"4, Underlying the  translation is a-syntactio analysiss establish-
ment of configurations, i.e., ascertaining the relations between words in
the source language and expressing these relations by the most suitable means
in the target langusge. Such morphological dats as case, number, and person
of a verb (also the use of auxiliary words is provisiomlly inéluded here)
are used only as aide while ascertaining the syntactic relations.

5, During the course of syntactic analysis both the functions
of words in the sentence ("sentence members™) and the interdependence of
words are established. The latter factor is especially important, since
the interdependence of words makes it possible during synthesis to regulate
their arrangement, i.e. to achieve the best word order,

6. The model of an intermediary language that has been worked
out for machine translation includes for the present Russien, English,
Chinese, French, and Hungarian., The purpose is to develop a system of
formulating rules and the best method of recording and arranging the material.
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9, THE SIGNIFICANCE OF MACHINE TRANSLATION
FOR LINGUISTICS

M. I. Steblin-Kamenskii (Leningrad)

Besides promoting cooperation with representatives of the precise
sciences and thereby instilling linguists with the need for greater accuracy
in their research and formulations, work on machine translation is important
for linguistics in three respects:

(1) It is critical of all the traditional grammatical concepts,
primarily those like the ™perts of speech", "members of & clause", "clause",
etc, Based, as it is, on practical considerations, this criticism will be
more objective and effective than purely theoretical criticism.

(2) It mekes olear that the same linguistic fact may be described
in various ways depending on what general definitions or terminological
conventions are used, with the result that all the dogmas established in
the individuel branches of linguistics need to be reviewed.

(3) It will aid in overcoming linguistic "semantism" /SEMANTIZMA/,
i.e. the practice whereby linguists follow the line of least resistance and
study meanings, not the structure of languasge. language differs from other
sign systems not by the existence of meanings (which =zre not peculiar to
language ), but by the structure of expression.

10. THE "ACTIVE"™ AND "PASSIVE" GRAMMAR OF L. V. SHCHERBA
AN THE PROBIEMS OF MACHINE TRANSIATION

TI. I, Revzin (Moscow)

1., The polysemantic term “grammar®™ (either “grammatical structure of
e language" or "desoription of the gremmstical structure of a language™)
is one cause of the erromeous conception that a given langusge has only a
single grammatical structure, that there is only one correct Yorammar™ (as
& description of a system).

2, The description of a langusge system depends on the goal that an
investigator sets for himself. This notion was the core of the remarkable
theory of L. V. Shcherba on “passive™ and "active™ grammar, which has
suffered undeserved oblivion.

3. "Passive grammar studies the functions and meanings of structural
elements in a languege on the basis of their forms, i.e. the external side.
Active grammar teaches the use of these forms." (L. V. Shcherba) The
purpose of instruction in passive grammer is to teach one to understand a
text in the language. The purpose of instruction in active grammar is ‘to
teach one to express thoughts in the languege.

- 13 «
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4, One of the dangers pointed sut in conmsction with L. V. Shcherba's
idess is the assumption of a "denudation of thought™ or Yexistence of
thought without language™ in passing from form %o pure meaning and from pure
mpening to form, However, no cognizence wes taken of the fact that a N
thought need not be registered in a concrste language; it may be registered
in an abstract, artificial language where there is a simple, reciprocal
correspondence between the designabtor and the thing designated.

5. Machine translation assumes precisely such an abstract language,
namely an intermediary language that must be implicitly present in any
machine program and will apparently be desoribed in the near future, If
cybernetic analogies ars adequetely grounded, oms may assume that the ana-
logue of such an intermediary languags is pressent in any translstion (and,
generally, in any form of logical activity).

6. Machine translation has demonstrated the correctness and need of
8 separate approach to the problem of text analysis (“passive™ grammar in
L. V. Shcherba's terminology) and to the problem of text synthesis (Mactive™
grammar ).

7o The first problem was effectively asclved by purely formel means.
The limits of mashine translation depend on & full sclution of the second
problem (the compilation of a list of synmonyms - by synonomy we understand
the presence of several units corresponding to & single unit in an abstraoct
language or what amounts to the same thing, a single unit of thought -= and
an algorithm for retrieving an equivalent under the given logical sonditions).

" 8o Experience with machine translation has shown that, generally spesk-
ing, an inverse ratio is observable betwesn the ™active®™ and ™passive™
gremmar of & language: the more complex the ™passive™ grammer, the gimpler
the "active™, and vice versa., Hence, for a number of languages emphasis
wholly on passive grammar might considerably slleviate the language curricula
in schoels.

9o L. Vo Shcherba’s ideas on the distinction between active and pasasive
grammer, as strengthened and enriched by experience with machine translation,
must ultimetely find application in foreign language teaching (in secondary
schools as well as in colleges and universitiss),

10. Secondary schools should make wide use of the methods of passive
grammar, which are not only unusually effective for analyzing an unfemiliar
text, but correspond to the habits of logical thinking developsd in
mathematice classes, Morsover, intersst in learning the grammar of a
foreign langusge can be heightensd by intreducing exercises in translating
sentences "by machine™. This would also serve the interests of polytechnical
instruction.
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11. The same considerations apply as well to language teaching in
the patural science departments of universities and in the higher technical
institutions where little use of the well developed formal-logical habits
of students has been made up to now in foreign language teaching,

12, Creating a scientific theory of "active grammar™ would not only
push forward the frontiers of machine translation, vut assist instruction
in language schools where grammar is still taught in undifferentiated
fashion. This is of particular concern to translation departments where
necessity dictated the conversion of a theory of translation into a theory
of active gremmar.

11. A GENERAL THEORY OF TRANSLATION IN CONNECTION
WITH MACHINE TRANSLATION

V. Yu. Rozentsveig and I. V. Revzin (Moscow)

1. The possibility of creating a scientific theory of translation is
st111l being argued by & number of specinlists, both linguists and literary
critics. Nor has there been any final answer to the question of whether a
theory of translation concerns scientific linguistics or belongs to the
field of literature.

2, The polysemantic torm Mtranslation™ also awaits a definition. The
historioal paremountey of artistic translation has resulted in the conceiv-
ing of every translation as an artistic production, as & creative achieve-
ment in the realm of language. Meanwhile, the development of new types
of translation activity, chiefly in the field of scientifisc and technical
literature, has made another conception of itranslation urgent, i.6., as a
process of establishing principles of correspondence betwesn the structures
of two languages.

3. Disclosure of the possibility of translating texts by & machine
and development of & theory of machine trenslation has shown that distinguish-
ing between the fields of translation makes limitation of both concepts
logically inexorables '

(a) ™renslation;" is translation as a form of creative activity
and

(b) "translations™ is translation as the establishment of strict
correspondences.

Translation as a form of creative activity is an object of study for
theorists of literature. Translation as the establishment of strict cor-
respondences is an object of study for linguists.

- 16 =
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S50 A linguistic theory of translation must regard translation (™trens-
lation 2") as a special kind of decoding with subsequent encoding into another
system of symbols. The distinctive feature of this transformation of in-
formation is in the irreversibility of the process. The reason is that
simple, reciprocal correspondences between language systems are lacking. |
Hence, rules for correspondence in translation sre complicated by the need
to formulate a number of restrictive conditions, Determination of these
conditions is & proper object for a linguistic theory of translation. A
general linguistic theory of translation studies ideal types and routines
for matching systems of language symbolsj = particular theory of trans-
lation analyzes the correspondsnces between the two languages. A general
theory of translation is chiefly a deductive discipline, while a particular
theory of translation is inductive,

6o Thus, the methodology of a linguistic theory of translation com~
prisess '

(a) methods of structural comparative analysis or, in other words,
analysis of the synchronous stages of various lenguages;

(b) methods of linguistic statistics;
(c) methods of logieal semantics, more precisely general semeiology.

The very listing of these methods shows the main difference between the -~
linguistic and literary theories of translation. The latter requires;

() & study of the era;

(b) world cutlook and creative method of the writer and literary
school;

(¢) peculiarities of his individual artistic style.

7. From the semantic point of view "translation 2" is a certain re-
flection in itself (e system of elemental meanings is sssumed to be invariant).
“Translation 1"'from this point of view, is not a reflection in itself, since
pragmatic meaning, which plays a manjor role in "translation 1"s does not
coincide in two languages.

8. Having merked off the object and méthods of a linguistic theory
of translation, we can not only ascertain the limits of machine transe-
lation, but alsoc create a well structured, definitive theory of trans-
lation, that is to say a separate, scientific linguistic discipline.
Creation of this discipline can help %o perfect methods of training transe
lators. It will undoubtedly find application in the teaching of foreign
languages as well,
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THECRETICAL SECTION

12. SPECTRA OF PHONEMES AND THEIR USE IN
MACHINE TRANSIATION

Vo Ao Artemov and I. A. Zimnyaya (Moscow)

1, Oral information and translation machines must, among other things,
be accessible to people with varying physical characteristios of speech.
Therefore, their system of signalling must be based on the phonemic in-
variants of sounds or, in other words, on the spectra of phonemes.

2. Three aspects of the spectral analysis of spesch sounds must be
distinguished: (1) symtactic (phonologic), (2) semantic (phonetic), and
(3) pragmatic (technical-communicative ).

3. A syntactic investigation of spectra of phonemes is based on con-
tragts within the sound aystem of a given language. A semantic investigation
relates the spectra of phomemes to word meanings and grammatical forms.

A pragmatic investigation of the spectra of 3peech sounds originates in and
services practical needs.

4, A syntactic and sementic investigetion of spectra of phonemss pro=-
vides an exhaustive anelysis of their physiocal properties which form
structures beering a comparative and systematic characters.

5., A pragmatic investigation of spestra of phonemes requires the
determination of their minimal characteristics, which permit of their full
or partial restoration, i.e. it becomes a compression of the spectra of
phonemes. A pragmatic investigation of spectra of phonemes becomes their
compandor, including the compression and expansion of amplituds.

6. The laboratory of Experimental Phomstics and Speech Psychology
(1EF and PR) /Laboratoriya eksperimental’noi fonetiki i psikhologii rech_i7
of the First Moscow State Pedagogical Institute of Foreign Languages
(MGPIIY&)ZEoskovskii gosudaratvennyi pedagogicheskii institut inostranmykh
ya.zykojyconducbsd investigations of the spectra of 5 vocalic phonemes of
8, 0, u, 1, & typs in the following languages: (1) Russian (Vo Ao Artemov
and I, A. 2imnyays), (2) Georgian (T. G. Tsibadze), (3) Armenian (A. M.
Aremyan and A. A, Khachatryan), (4) Iettish (I. A. Zimayays), (5) Albanian
(I A, Zimnyaya), (6) Bulgarian (I. A. Zimnyaya), (7) Czech ( I. A. Zimnyaya),
(8) Germen (L. Po Blokhina and I, A. Zimmysya), (9) French (K. K. Barashnikova
and V., S. Sokolova), (10) English (I. A. Zimyaya). In addition, data on
English were drawn from the works of Paget, Green and Po¥lter, Petteraon,
and Kopp for purposes of comparison with the studies of the LEF and PR.
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To All the meterial was recorded with & basic tone of 120-150 cycles
per second at & level of 65-70 db. The pronunciation of each speaker was
representative of the literary speech of the various languages.

8o A comparison of the guantitative and graphic data shows that the
following pragmatic rules are observable within each language:

(a) the a=type vowel is characterized by & wide formant region
(600=-1200 cycles) with gradually increasing intensity of
the components in the diresction of high frequencies (1200~
2500 oycles).

(b) The o-type vowel is characterized by & central formant rogion
somewhat shif'ted down to 400-1000 cycles per second.

(e) The u=typs vowel is characterized by a somewhat narrower

' central formant region shifted still further toward the low
frequencies of 300-800 oycles per second with a maximal
elevation of amplitude in the range of 300-350 cycles per
second.

(d) The i-type vowel is characterized by two main formant regions.
The first is in the range of lower frequencies and almost
coincides with the renge of maximal intensification in the
main forment of the u-type vowsl, as Paget has pointed out, .
But a gentle falling-off is observed in amplitude of the u-
type, and a steep falling-off in the i-type.

(e) The e=-type vowsl is distinguished from the i-type by the
forments shifted more to the cenmter. The broader the e,
the closer the formants come together,

8. The above-mentioned acoustical properties of the vowels completely
correspond to the position and operation of the resonance chambers of the
vocal apparatus, as stated in several reporte of the LEF and PR as well as
by Paget and Yakobson.

10, These studiss indicate that the spectra of vewels on the symtactic
and semantic plane have a structural character. V. A. Artemov suggested a
means of determining these structures. It consists of separating from the
vowel spectrum all the arsas of relative intemsification and establishing
correlations between them, taking the lowest of them as 1.

11. At the same time a comparison of the spsotra of the 5 types of
vowels studied indicates that a structural correlation between the areas
of intensification is retained within definite limits in the languages in-
vestigated, In this connection it is possible to speak about a certain
structural and comparative invarient of these types of vowel spectra in the
various languages, which is essential for signalling technique in trans-
lation machines, ~ -

Approved For Release 2000/08/24 : CIA-RDP68-00069A000100200007-9



Approved For Release #800/08/24 : CIA-RDP68-00069A000100388007-9

13, AN OBJECTIVE INVESTIGATION OF MPANING ASSOCIATIONS

Oc. &, Vinogradeva and A, R, Luriya (Moscow)

1. An objective inwestigetion of the association of meanings that are
aroused in man by soms word or other is & basic nesessity for psychology as
wsll as for linguisticas,

Despite the considerable progress achieved by modern linguistics, ine-
formation theory, and psyshologisal investigation of the development of the
meaning of words in children;, objective ressarch techniques both of potential
associations aroussd by words and of the dymamics of these associmtions still
remain to be worked out,.

2, The use of different variations of the conditioned reflex method
mey play a vital role in elaborating cbjective ways of investigating
meaning associations. By combining the showing of a word with some kind
of involuntary reflex responce (vascular, cutaneous-galvanic, etc. reaction)
and then showing other words, the investigator is in a position to establish
objectively what group of words shown elicits similar reactions and is
conssquently, to some extent, the squiwalsnt of a praviously shown word; and
&t the same time he iz in & position to trace both the structure and the
dynamics of these associations.

3. The report discusses the results obtained from an objective inves-
tigation of the syatewm of menninyg associations by registering the specific
and non-gpecific conditions of wasoulsr rsactions, Conclusions are drawn
concerning certain factors that may determine the strusture and dynamics
of these associations in normwal and sabnormrl experimental subjecta.

14, THE TREATMENT OF CERTAIN CONCEPTS IN STRUCTURALISM

Vo To Grigoriyer (Moscow)

1o TInbersst has grown of late in the metheds and concepts of the
structuralist approach in linguistics dus o the dsvelopwent of machine
translstion and other branche:z of applied linguistics., However, recent
articles have treatod certain structuralist concevts in an excessively one=
gided manner and, in essence, incorrectly.

2o, Phonemes ars treated as though they wers comnecting elsments lascke
ing physical reslity. The physical character of ths differential signs of
phonemss is denied., Resal spesch sounds sre repressnted as something ex-
ternal with respesct to langusge. Meaningz, which ars slso removed from
language ; receive the same treatment. This moathod of haniling speech sounds
and meanings reflects only the views of L. Yelm'slev’s group and is not to be
ascribed to strusturalism in general,.
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3o Aotually, ths structuralist method of investigating speech sounds
takes into account their acoustic and articuletive properties. The func-
tional criterion used by the structuralists in phonetics makes it possible
to isolate from the entire diverse mass of phonetic material the physical
(acoustic and articulative) properties that carry the functional load and,
consequently, are of prims importance to the linguist. The functional
oriterion ensures a differentiated (from the viewpoint of language structure)
approach to the varied and changing properties of phonstic material. Using
the functional criteriom, linguists may be very helpful to engineers in
solving practical problems confronting the several branches of engineering;
contrariwise, orientation on pure relationship elsments would prevent the
linguists from solving practical problems and do away with the possibility
of cooperation between them and the engineers.

4, The attitude of the structuralists toward mesning was determined
by their interest in working out an objective method of investigating
language. The striving to escape from the inadequacies of traditional
linguistics led the structuralists to refuse in general to consider meaning
as & solid criterion of linguistic form. However, this refusal to teke
account of meaning in resesrch methodology dees not determine the strusctural-
ists® theoretical treatment of meening. In many cases it exiats harmone
iously side by side with the acknowlsdgment of meaning as & basic element
in the functioning of language. It must be admitted, however, that rejection
of the semantioc oriterion imposed severe limitetions on this school of
linguistics. In practice, the field of semantics remained outside structural
analysis.

-~

50 The msaning of a word is the linguistic form of expressing an idea.
Moaning cannot bs separated from language simply because it does not exist
prior to or apert from language. At the same time, meaning is a basic factor
of language, determining its structure. It is important for the further
development of applied linguistics that objective methods of sementic analysis
be worked out. Neturally, in solving thie problem full use will have %o be
made of the experience gained by the representatives of structuralism in
their objective investigations of language.

6. A critical exploitation of the experience of struchburalism is
scientifically advisable., It is an indispensable preliminary stage in the
task of introducing mathematical research methods into linguistics.

15. THE SIGNIFICANCE OF FREQUENCY AS A FACTOR IN
DETERMINING THE STYLISTIC FUNCTIONS OF

V. M. Grigoryan (Yerevan)

l. A comparative study of modern Russien-Russian distionaries reveals
contradictory date. Thus, in verious dictionaries (e.go, Monotypis 4-volume
works) ons and the seme word may be defined in different ways from the
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viewpoint of the languegs’s limitetions with respect tc stylistic usages
and it is often possible to find inconsistercies in the order in which
meanings are arranged, These (end other) sontradictions maks things dife
ficult for the reader who sseks information in order to determins the
operative norms for & given linguistis fuct.

2., Since the norms, as & rule, are correlated with the factor of
frequency, stetistical data ere extremsly essentlial in meny cases, if
maximel precision is to be attained. Soms considerations supported by
Russian languegs data (with due regard for strict SYNChronousness ) are
sited by way of illustrating this sontention.

3. The plan proposed by us is not original: it egrees in prin-
ciple with that employed in several frequency dictionsries published &-
broad (Herry H., Josselzon. The Russian word count, Detreit, 1553;
Victor Garcia Hoz. Vocabularic usual wossbulario comun y vooabularic
fundementel , Madrid, 1953.).

They are usually constructed on the basls of the familiar correlation
between style and gemre. Adopting this plam or the whole, we propose %o
set up 4 categoriess (1) verss (2) spsech in #ialoguse (3) spesch im
moncloguss — using material from fiction (4) non-fiction literature -
newspapers, documsnta, ste. It is cbvious that etatistical date reflscting
the frequenoy of usage of & spscific word inm sach of the 4 categories musd
be selected on the basis of egqual conditionsg, Clsarly, these equal cone
ditions will be ensursd if the frequency of a glven word is derived from

an equal number of words im all 4 categories., If we designate the cate-
gories by a, b, o, and d, respectively, ths total preliminary numbsr of
words in category 2 must be equal to the total preliminary number of words
in eategory b, ete. This word total, it sesms to uws, can be sdvantageously
determined by using the Hoz msthod, In addition, sslsctions must be made
from purely rendom materisl (but within the given oategory)s; the more varied
the materiel, ths more accurate will be the informetion.

The resultant date cen bs used to determine stylistic functions.

160 AN EXPERIMENT TO DEFINE

B ITVA

Ro L. Dobrushin {Moscow)

A given finite number of words is examined. A finite, ordered ag-
gregate of words is celled & sentence. The division of all sentences into
two non-orossing clesses iz assumsd to be givens & class of grammatically
valid sentences and & olass of grammatically invalid sentencez. Word A is
called subordinate to word b, if & walid sentence containing word A remaine
valid after A is replacsd by b. Twe words A end b are celled equiwvalents,
if A i subordinsts %o b smd b is subordinate to A. All words are divided

= Bl =

Approved For Release 2000/08/24 : CIA-RDP68-00069A000100200007-9



Approved For Relea89000108124 : CIA-RDP68-00069A0001602,?)0007-9

into two non-crossing classes of words equivalent tc one another. Class
A is subordinate to class B, if all words entered intc class A are sub-
ordinate to words entered into class B, The system of classes and sub-
ordinations thus osbtained -~ called the basic grammatical structure of
the language - is examined. The result is a definition of the concept
of grammatical category.

17, THE THEORY OF PROBABILITY AND DETERMINATION
OF LINGUISTIC RELATIONSHIP

A. B, Dolgopoliskii (Moscow)

The proposed method of determining the relationship of language families
by applying the theory of probability is, in broad outline, as followss

1, On the basis of linguistio experience, those semantic points
are isolated in which maximum historicel stability of morphemes (without
borrowing) is observed.

2, A determination is made in each group of languages under con-
sideration as to which morphemss possessing & given meaning may with greater
probability bs regarded as the older., The usual techniques of comparative
historical research as well as the method of internal reconstruction are
used for this purposse.

3. We cannot speak about phonetic correspondences between language
families being compared before the fact of relationship has been established.
Hence, at this initial stage of investigation we must rely wholly on phonetic
ressmblances., More precisely, we rely hers on subsequent probability core
relations. Following a compariscon of cognate languages, it appears that the
n-sound is the most probable of all the sounds in any single related language
that correspond etymologically to the n-sound of another related languags.
The sams may be said of the m-sound. But, possibly, not of the s-sound,

At any rate, among all the sounds that correspond in one language to the s,
z-gsounds in another related language, +the most probable, apparently, are

the sounds of the sames 8, z-group. [his would alsc seem to be true of the

1, r-groupy; the b, p, f-group, the %, d-group, the k, g, k; h-group, etec.

In this connection, we perhaps can’t say anything about vowels or laryngeals.
Starting with these probability considerations, we may be able (leaving

aside the vowels and laryngeals) to base our subsequent discussions on the
data of consonant coincidences between various morphemes in the different
lenguages. We will term "consonent coincidence™ the correspondence between
consonantsthat remain within ons of the above mentioned groupss These groups
must be chosen in such a way that phonstic shifts of these sounds are no

more probable then retention of the sound (retention within the group).

The groups cited here are obviously only for illustrative purposes. Actuslly,
comparative~historical phonetic materials from all possible language families
must be used to establish the most probable sound correspondences (one of

» 22 w
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these correspondsnces is the mgst‘probabi@ for several sounds = the core
respondsnce of & sound to itself). As a result, we may select, let us say,
10 or 7 different sound units which will constitute the ma.terial for
phonetic comparisens.

4, Comparing the equimlent mrphem@ in the different families,
we note the phorsbtis coincidences (sf para. 3). We then use appropriste
formulas frem the theory of pwbahlhty to meagure the probability of the
aecidental coincidence of a certalw nmm&er of merphemss in so wany languages,
from so many compsrable items, taking inte account the mumber of old
synonymousd morphsmes for sach seﬂntiw P@int of sach language group a8 well
es the total number of c@nsonanm distinguished during the comparison.

(Gfo paré. 3)

If ths pr,»babili‘ty of a@ciden""al coincidence proves to be quite low,
it will b & weighty >rgument in i‘wmr of the relationship of the langusges
in question.

Use of the theory of pr@babil&ty will enable us to best the svidence
from compariscns bebtwsen the var ioms languages cited in numercus works
dealing with the problems of 1 a,ngumge femily relationship (e.g. Trombstti
Winkler, etc.).

18, A CENERAL THEOV OF DEFINITION AND THE

! Ao Ao Zinoviyev (Moscow)

1. The process of tranﬁla:kzing, from ons languege into another may be
desoribed as & langusge consistin @?;@]Lu&maly of definitions. Breakdown
of the langusge into slements is gﬁare assumed to be effscted. It is
possible to modsl the formal ww%; tug of definitions, one may suppose,
by means of a spscial device. Hawving detemined all possible definition
typs ralations at leazt between s szelscted pert of ths slemsnts of ome
language and & selected part of tﬁ' oleoments of ancther language, we can
use the modslling devics to produgs in stapderd form at least partial
translaticn (if orly in initial &ppreximtmn)

4 ¢

2o A gemerel theory of defipitioms iz constructed as part of a
theory of symbole. Sewvsral waprients ave pessible depending on the origimal
concepts in the statement erd on ‘E‘h@ formel apperatus for constructing the
theory. The suggssted warisnt is charscteriged by an iritisl concept
"Choios e epecial aeens »f defining the sonespd ""‘xmbﬁl“ "Term™, and
"Definition®. The Pormal apparatw: ig cen 'u‘_cfbad on the bagis of the
functors ) ("Bash of ") and (: » (Panyone sarnd only one of™) and on the

rizsion as an initisl logliezl zeormpectiom of cuch cormeotion 22 eould poesibly
with some limibations, be raprase Lieation without
traposition.

T m,az oy
N aeeat L
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~ 3o A general theory of definitions may sontain proof of rules for
definitions, elicitation of the cqnditions governing their use, rules for
deduction and their interconnectiqus. :

19, LINGUISTIC PROBLEMS CdNNECTED WITH POETRY TRANSLATION
F | Vo Vo Ivanov (Moscow)

i H

1. The distinction between the poetic model of a text and this text
may serve ss a convenient sterting point in sclving the problem of poetry
translation. Translation makes it possible to rscreate the same poetic
model by means of snother language while reteining the relation between
the model and the text. On the other hand, the direct conversion of a
poetic text in ome language into 8 poetis text in another is impossible,

2. The amount of information contained in a text is determined by
the extent of deviation of this text from the statistical norms of ordinary
language and from the statistical porms of the postic language of & given
era. 4 viclation of the statistioal norme of ordinery language may becoms
the norm of poetic language, which results in decreasing the smountof in-
formation contained in poetis texts. Poetry translation assumes the
transmission of the statistical chpracteristiocs of a text in conformity
with the language into which the translation is mads.

i ;

3. The sound structurs of verse iz determinsd by the phonological
structure of the language, as was first pointed out by R. Yakobson., It
follows from this that transmissiop of the phonetic characteristics of
the text structure is possible only when the corresponding elements in the
phonological systems of the two lapguages coinside. The non-translatability
of a poetic text is to a wery large degree detsrmined by the fact that in
poetic language the plane of wontent is functionally comnected with the
plane of expression; inscrar as the plane of exprsssion is in principle un-
translatabley, +ths plane of content appears partislly untransletabls, This
limitation may also apply to the poetic model of the text, if (as with '
Khlebnikov) units from the plane of expression ars included im this model,

A 4. Phonetic coincidences of parts of words ars ussd to organize a
poetic text chiefly in cases where they are supsrfluous from the morpholog=
ical point of view, Conversslys morphologically essential phonetic re-
semblances contain the least amount of informaticn from the viewpoint of
poetic organization of spsech (of. the problem of verbal rhythm in Russian
poetry), Conssquently, the possibility of tranemitting phonetio repeats
z?bVTORQY7Eepends not only on the phonelogical, but also on ths morphological
resemblances between the two languages in question.

5. The predominsnce of Byntagbati@ connections between words over

paradigmatic connections is e peculiarity of postic text on the plans of
content, We may ses in this the regult of transforming language text in

= 54 o
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acoordence with & poetic model Q!;m relation betwsen “smotion and text"
RYVA I TEKS‘II? s to use 0, Manésl'sh¥sm's terms). This transformstion
can b& effected not only in the f::nu*f“3‘.g:u.uat.“ but alse in the translation,

60 A line-by-line analy sifs af mmw doss not yisld satisfectory re-
gults becauss it reveals litile ebout ‘!me whythmi s etwao ture of long
passagee which are the real uvnilie of pae* 12 spesch {of, the definition of
a psriod as "wave length" im Milton's werse, as suggested by T. S. Bliot).
If a line=by-line transletisn appears M@cm&b @, then for a translation
based on & poetisc model of the entire tevt it is sengiderably more im-
portant to translate the major rhythmis =nd syntestic vnits inte which
the work 4is divided; as an oxampls Piik@'*% translation of VYKHOZHU ODIN
YA NA DOROGU go out alone ombe the road / i¢ analyzed. The conbtinuity of
an izverisnt Fext mmi@ll and its fsoabllity, in prinecipal, to be formalized

RM&uI?UYELﬁ”Tl/@xclud@ the possibility of autometic translation of
poetry by modern compubers.

20, HEGEL'S THEORHEM AND LINGUISTIC PARADOXES

% Vo Vo Ivanor (Moscew)

io The resemblaxce bsﬁ‘ﬂvy@@xi m:‘rnh@xéﬁi@ﬂ and linguistios also applies
To the trends of these wolences se they dewslop in the 20%h @@nturyo The
theorstical foundations of the «ien@@s ars being investigated in anticipation
of practical applicationsg the mrmltl nf thege investigabtions will sventually
prove vitel for practiesl pmp@sgwo

2, Hegel's thsorem, ac@w&ing to whioch the won-scontradictableness of
& theory camnot bs demonstrated within *taa formalized theory itsslf, may be
exbtended to linguistic theoriss ’bv m&ns of lotze's generalization of the
theorem, which comms dowa to an sfﬁ“:n.m*:r on @f the incompletensess of sny
system of symbole (including lﬂmg amge), However, it would be essential
not to restrict onesslf to this formulabion in investigsting ths founda-
tions of structural linguistics, bub to examine the conclusions resulting
from a linguistic analogus of Hegal“a heorems

3, The most seversly for ma;‘imed *r;h.@ari@@ of languags that sxamine
constructional linguistic objests wers d@%l@p@d within the framework of
distributive analysis, which msa_\ums ‘th@ posaibility of describing the
alemente of & lauguags on the quss of *rhem distribution, It is not
difficult to show that the lugiga"' application of this principle leads %o
linguistic paradoxes {(e.g. in the umtm butive ssparation of phonemes,
word classes, msanings of pelysemartic wwi@ o ¢tc.)s The distribvution of
elsments turne out to be imp@ss:ﬁ,b,_@ , if thsss slements were not given
previously. But the axfiomatic mbw@du@t don of launguage elesments contradicts
not eonly the pﬂ“iﬁwiﬁl@@ of distributive inwvestigatiom, bubt also the re-
quirsments of aubomatlic amalyeis of weitten and cral gpesch. The axiomatisc
introduction of & slass of reguler ssntences appsars to be umsatisfectory
for purposes of synthesis.

o 2B =
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4, For the reasons given above, it is possible at the present time
to fashion a formal theory, which can be used to construct a program of
automatic analysis, only for & maximally simplified approximation to &
real language. We have in mind cases with simple sorrespondence between
form and substance: on the plane of expression - for & system of standard,
typical variants of phonemss, on the plane of content = for a standard
language of science. The absence of paradoxes when these cases are analyzed
does not permit, however, of extending the results obtained to ordinary
language, the metalanguage for which (unlike the cases mentioned) cannot
be formnlized (this applies both to the phonological and to the semantic
metalanguage ). Automatic analysis of real language requires the employment
of linquistic methods other than those considered above and the use of self=
teaching type machines (with probability elsments).

21. METHODS OF BREAKING DOWN A SYNTACTIC WHOLE

Lo I, Iliya (MOSGOW)

1. Linguists representing the most different schools use as a starting
point in their methods of analysis the possibility == objectively existing
in any language -= of isolating s certain "whole" as a maximal unit that
can be broken down inte similar segments, i.e. comparable in any respect
whatscever. This "whole", which has been variously called “utterance",
"gentence™, or "clause", belonge simultaneously to all the planes or "levels"
of a language -- phonological, grammatical, and semantic =- and is character-
ized by the fact that its borders coincide in all three planes, which makes -
this segment & maximally complete or basic unit for any decomposition.

2, The breakdown of a ™whole™, due to its complexity of structure,
igs done on the basis of oriteria that differ for each plans., As a result,
it yields segments the boundaries of which do not always coincide or, as
they say, are not "sommensurable®™. Semantic decomposition is to a certain
extent independent of the grammatical, and it fails to establish a fixed
correlation betwsen the boundaries created by rhythmic-intonation de-
composition and the boundaries of morphemes, words, and groups of words,

3, Modern linguists have attempted to eliminate the incommensurability
of the planes by seeking & single principle common to all stages of analysis.
However, unity of principle is achieved in some theories by ignoring some
agpect of language structure (eogo, meaning is excluded in Harris' method
and in rhythmic-intonation decomposition of Trager end Smith, while gram-
matical structure is ignored in Shoherba’s intonation-semantic decomposition).
Orderlines of method is attained at the price of simplifying linquistic
analysis, which therefore cannot be regarded as adequate for research in
all its complexities. However, new methods of analysis focussing on fore
mel oriteria have been used to study them deeply, and modern techniques of
measuring such language units as phonemes, morphemes, and words have reached
a high degree of precisiomn.
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4, The task of linguistic analysis iz not only to isclate the busic
linguistic units, but to determine the relationa between the units that
allow of sementic relations., The contemporary school of linguistics ac-
knowledges as "structural,” i.e. which deal with linguistic analysis, only
thoss rolations to which definite forme of expression, "signals”, correspond.

Two main trends in the investigation of symtactic relations can be
discernsd at the present tims: (a) the comparatively recent theory of
"dirsct constituentz® (Bloomfield, Pike, Wells), which beses sentence decom-
position on the relations of & logical hierarchy of subordination that
1inks all the parts of & sentence into & single whols, and (b) the theory,
which may be provisionally called the theory of ™members of the sentence".
It hes & long tradition and many opponents, but finds support among the
ma jor representatives of contemporary linguistiscs (Kurilovich, Bazel in
part, Disderichssn). The theory considers the sentencs & whols, the parts
of which are linked togethsr by functiomal relationa.

6, Ths dirsct constituent method, which is based on 2 single type of
relationship=-the heterogeneity of functions of the constituents-=leaves
the general problsm of determination of syntesctic relations open and in-
vestigates for the most part the combinebility of constituents and typical
patteras.

On the other hand, for the theory of "members of the sentencs™ the
problem of syntactic relations is fundemental. Formsrly, these relations
were all too frequently distinguished purely on ths bazis of meaning, not
of formal criteris, although the inclusion of such oriteria in the prine
siple is desirsble and feaszible (Friese, Togebyu). The study of basic
syntactic relatioms requires for its own continuing development that all
modern methods of linguistic analysis be utilized, particularly the
technique of distributive analysis.

The "direct constituents™ and “members of the sentence" methods do
not exclude one snother, Rather, they are complemsutary, as they permit
the sentence to be studisd in various respscts.

22, THE 1OGICAL NATURE OF CONTEXT

G. V. Kolshanskii (Moscow)

1. Ths term “context", given the polysemis of language forms, may be
definsd from the linguistic point of view a8 a combination of conditions
determining the simple, concrete identification of any linguistio phenomenon
(lexical, grawmaticsl, etc.). By "simple”™ we are to understand the displey

"of only one of the many possible properties of the form under the given
sonditions (eogo ons mesuning of a word, one word order, ome intonaticn, etc.)o
In this report we are considering casez of determination of meaning in
polyssmentic words regerdless of the method of origination {metaphor,
mstonomy, homouyuy, 6%¢e)o
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2o Contextual conditions may be found within the language itself,
but they may also comprise indicetions lying outeide language material,
Among the language conditions it is necessary to distinguish between
indications included within a single sentence and textual indications.,
Among the external conditions it is necessary to differentiate between
situation, object, and graphic indications.

3, The combination of possible conditions called context may be realized
while the precise meaning of a sentence is being formulated in language only
through & definite, aotive, logical process, since indications by them-
selves are inert and can influence the meaning of a linguiastic form o
e8 e starting point in the functional process of achieving a result that
mekes sense.

S8ince the method of search by context is effective in the semantic
area of languege, it is in essence a speculetative, logical process of
reasoning about the meanings of language forms,.

This rational search for the essential and uniquely correct (in the
ideal approach to & solution of this problem) result is & process of con=-
structing & syllogism or chains of syllogisms where the answer needed to
esteblish the true meaning of the word and sentence is the final deduction.

4, A syllogism is constructed by searching for the appropriate
premise of & universal hypothetical syllogism (if.....then) or by inter- -
preting & hypothetical-dis junctive judgment, the complexity of which de-
penda on the character of the indication underlying the premise.

While searching for the unknown meaning through external extra-
linguistic indications, a syllogism is formed in accordance with the
nearest indication contained in the context (e.g. determination of the
meaning "table™ as a piece of furniture in the sentence™He has a §ood table"
is based on situation. The meaning "“table™ may be "either A or B", Here
it is not B. Therefore it is A, i.e. & piece of furniture.

Be Mention of the subject is sufficient for the major premise in order
to determine the meaning through objective centext (e.g. determination of
the meaning of the word "solution® in chemistry sand electrical engineering
is made in similar fashion). The form of writing in a written text may
also serve as a starting point for a syllogism about the true meaning of
a word (e.g. a foreign spelling).

6. The method of searching for the determining factor through lexical
environment is the most familiar way of determining the meaning of
linguistic forms. The premise is based on the immediately adjacent word
(starting of a Sputnik, starting of a motor) and a word standing in any
position in the appropriate group (an effective operation to destroy....a
hostile garrison, vermin, tumors, etc., where all the semantic veriants

-« 28 -
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are included as membersz in the pa jor premiss of an hypothetical-dis junctive
ayllogism), ‘

7o If theve are ingufficlent rescurces within the sentence, the trus
meaning of & word is sought by forming several syllogisme to search for thes
premiss of the last comclusion on the bazis of the entire paragraph or text
(eogo "wo did not allew our houss to e harmed® veceives the following
logical interpretations

IP 1% 18 not u question here of a ccnerets house and family, then the
word "house" muzt be understood to mOBn “@@m@amy%{/g%usin@§§7; Aftar
examination of the text, the Pirst tws semsss are set asids and the meaning
"company" remsins as an sfficmative angwer according Yo the rule for a
disjuncbive syllogisme, In Germen alle Raader stehsm at11l /211 the wheels
are standing sti%§7Lma similar anelysis for The meBnlng--a1l traffic came
o a stop). .

8o The process of ascertaining the trus meening mey be logically
carried oubt by & hypothetiscaledis junctive syllogism, but depending on the
naturs of the desired result the senclusion may be reached either by
eliminating parts of the disjunstive Judgment (given the posgibility of
completes enumeration of all the meaningz of & word) or by first forming =
disjunctive judgment (meaning, %he word & mpy be either, or...). It should
2lso be kept in mind that each opsratien i3 subjsct to rechecking.

8. Dus to the fact that analysis of comtaxt is essentially a rational,
logical process, it san in vrinciple be theoretically formulated &s an
ordinary logionl operetion and be performed by s mechine, The feasibility
and advissbility of any arrangement in connestion with mackine transistion
is the deciszive factor in = given cese,

For simple formulss in a context the formslized operation te searsh
for the nsssgsary mesning may be worked out by introducing & simple
guantor {a thematic quanter ), When the wmeaning of & word is being inter-
preted on the bagis of immediate envirovmsnt, s virtually disjunctive
premise may be set up, obviously consisting of up to 3-8 words occourring
before and after a polysementio word, provided, howsver, that preliminayry
linguistic analysis determines all ths casea where the meaning of the
given word depends on words capabls of being associated with it. At the
present stage this work cenm be periormed only for a limited group of words
in certain texts,

10, If the context sextends beyond & sentence, the solubiom of & dise
Junctive syllogiem is practisally impossible, since oms canmot formally
mention the indicetions on the basis of whioh the parts even of a fully set
up digjunctive judgment will be eliminated.
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Likewise formally insoluble is the problem of ascértaining the limits
of the operatiom to analyse context (both within a sentence and, mich more
8o, outside it). This is the realm of sotive, oreative thought. Thus, a
complete, practical sclubion to the problem of mschanical determination
of word mesaning by conbext is excluded. Formalization of the rules for
interpretation of context in machine translation clearly requires the
application of statistical msthods for probability determination of the
contextunl meaning of the words.

23, LINGUISTIC STATISTICS FROM RUSSIAN TEXTS

Ro Go Kobov (Moscow)

1, The development of mschine translation and the application of
methods of analysis and syntheses to commmications technology have created
sound conditions for expanding cooperation betwesn I1inguists and engineers.
In this connection thers has arisen & need to introduce into linguistics
objective research methods permitting mathematical handling of the data.
Linguistic statistice, which operates with quantitative values, offers wide
possibilities for linguistic research. Linguistic statistical date are
used to solve & number of problems im machine translations and communications
tvechnology. Iu addition, they may bte successfully exploited for lexico-
graphical purposes and for foreign language teaching.

2., The current statisticsl investigation of Russien language texte o~

aims at preparing preliminary data in connsction with constructing the

program of lexical coding of telegraphic messages. The work was firs® done

by hand on specimens of texts containing & total of 20,000 words, Methods

of anelysis were determined by the existing possibilities and research

goals. The texts to be analyzsd were entered in order on index cards in

the form of two-member word combinations, which made various types of

/ caloulation possible,.

Tt is proposed to use in the futurs machine methods for several
tabulations, e.g. word freguencyo

%. The treatment of the material has ylelded thus far a frequency
glossary, glossary of stable word combinations, and data on the frequency
of endings. Some principles governing the statistical distribution of
the glossary for the texts sxaminsd are elucidated on this besis.

4, Superfluousness in Russian texts of the type investigated is being
determined by taking cognizence of probability corrslations in the glossary.
A theoretical limit to the savings expected from lexical coding is being
ascertained, Lexical coding is regarded hers as a particular case of de-
sorrelation LSEKORREIATSII messages by consolidation ﬁKRU‘PHEN“Yg o

Approved For Release 2000/08/24 : CIA-RDP68-00069A000100200007-9



Approved For Release#00/08/24 : CIA-RDP68-00069A000100g#007-9

6, Work is going on to 3 PBlucidate the main types of two-member word
combinations the sequence of which makes up a text, ascertain the provisional
probabxlities of endings, and sliminste the uncertainty of choice of gram=

~ matical form in relation to the preceding word. Date obtained on the
material of two-member word combinations ars assumed to apply to multi-
member word combinations and to the sentence as a whole.

24, A METHOD OF DEFINING GRAMMATICAL‘CONGEPTS

0. 8. Kulagina (Moscow)

lo Inconvenisnce of existing grammatical systems for machine trans-
lation and need to slaborate precise definitions of concepts.

2, Initial base of undefined concepts: word sentence an& OTMECHENNAYA
sentence, exnvironment,

3. Breskdown of multitudes of words into submultitudes Zfommozms'rvg
consclidation of breskdowns. _

4. Concept of B=equivalence, amalgamation of Be-equivalent submultitudes,
‘Derived breakdown. Theorem concerning the impossibility of secondary
amelgamation by equivalence,

6. Sequence of amalgemation of words: families, claszses, Yypes. Con-
copt of & simple language. Two definitions of type and their equivalence,

6o Determination of configuration, resultant element, ranks of con-
figurations.

Concept of subordination of configurations.,
Determination of relations between elements of configurations.

25, A FORMAL THEORY OF THE SENTENCE

I. I. Revzin (Moscow)

l.. More than 200 different definitions of "sentence"™ meke, on +the
ocne hand, a deductive development of syntax impossible and show, on the
other, that the approach to the problem of defining basic linguistic units
r@quires greater prscision,

2o Any definition of a language element is & metalinguistic expression
(explicit or im Rlicit) "Sentence™ &s a language word is, by ita nature,
different from "sentsnce" as a metelenguage word. Therefore, the aim to
include in the definition everything that is intuitively understood when
the sound complex "sentence“is pronmcunced is scarcely realizable, A term
in linguistics, like an expression in metalinguistics, may reflect only
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certain intrinsic features corresponding to the usage of the word.

3., An snalysis of existing definitions of "sentence" makes it
possible to divide them into two unegqual groups. The overwhelming number
of definitions are comnected with the purpose of the sentence, i.e. they
include mention of the fact that “sentence" is a langumge unit serving to
convey a "more or less complete thought". Only a few definitions are
based on particularly formal criteria.

4, The defect of "sense" definitions lies chiefly in the fact that
they violate the principle of homogemeity, they depart from the sphers of
language a8 a system and assume or sanction the dissolving of an object of
linguistice in an objest of logic or pzychology. Moreover, phrases 1ilks
*more or less complete thought™ snd even simply ™complete thought” ere not
definsd mors or less strictly in logic itself. The linguists are. thereby
doomed to waiting passively for the progress of logical semantics which
it is easy to demonstrate, cannot itself develop without greater precision
of linguistic concepts.

5, The defect of existing “formal™ definitions as compared with
"eense"™ definitions is that they lack the idea of syntactic colierence
(according to Aidukevich), i.e. what is most importent in this unit of
language for a linguist.

Sentence "eoherence™ is reflected, as a rule, in the"sense™ definitions, 4
but it is reflected functionally through the coherence of the judgment.

substance with the definitions of "sentence" o Meanwhile, the
linguist is acutely aware of the need to dist sh between the two cone
cepts .

6. The formal definitions of “sentence" éPREDlDZHENIﬁ£7 coincide in
ngui

7. The theory-of-numbers conceptibn of language created by Soviet
mathematicians is a completely explicit metalanguage of linguistics in
which the basic linguistic categories may be rigorously defined.

8. In partioular FRAZA‘Zantence s 1.0, the ordered succession of
smaller units is taken as the original, undefined concept (the aggregate
of meaningful or correctly constructed sentences in a certain language is
considered given).

-+ 9o Introduction of the concept of configuration, strictly defined in
metalinguistic terms, makes it possible to describe a relation of syntactic
dependency, while the isolation of regular configurations enables us to
obtain the complete analogue of & "syntagma®™ or “word combination".

10. The individual elements (parts) of the syntagma (they are desoribed
in the formal system as S~groups or relatemes ZﬁEIXATE ) mey be regulated
by the relationship of synbtactic subordination. It is in these terms that
the concept of coherence is formulated. -~
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11, A sentence may be called s cohssive numbsr of S-groups {or
relatemes) such that for each Segroup A thers i ons and only one S=group
B such that B is syntactically subordinste To A.

12, Calling two Sogroups linked by mutual syntactic subordination a
predicative pair leads to ths following theorem: & sentence has one and
only ons predicative pair.

13, The suggested definition meets all the requirements set forth ab
the begimning of this report: it is formal, reflects the idea of coherence,
and is sufficiently clese to the inbuitive comception of the term “sentence™.
It also peruits us to derive deductively the idea of predicativity.

14. Exslusion of the so=callsd "single-conztitusnt sentences™ ia
justifiable on two mein groundss first, whatever may be cur definition
of mentencs, “single-constituent sentences™ cannot in general be taken into
consideration because the method of configurations is not applicable %o
them. Second, the problem of corrslaticn of "singls-sonstituent sentencss”
with & judgment camnct bs completsly solved., And it is importent for us
that the "sentence®, determined by pertioularly formsl mesns, may be placed
in mutually well-definsd congruence with the judgment. Thus, 2 strictly
formal definition of the sentencs iz important even for logice

268, TRANSIATION sub specis strusburalismi

A, &. Reformatskii (Moscow)

1, Translation results from the wariety of languages and the consequent
1ack of mitual understending between their speakers. The purpose of trans-
lation is to supply necessary irformation (buzinsss, scisntific, artistlc,
etc,) in languegs comprehensible to & gliven user of the information.

2, What is the "theory of translation™ and san there bs a special
gscience of trenslation?

Criticism of "literary expension” (Lo N. Sobolev and, in part, I.
Btkind). Where A. V. Fedorov is wrong in including the "theory of trans-
lation® in linguistics, The "theory of translation” not as & science,
but 28 an object of scisncs, even various sclences. The role of linguistics
in the "theory of translation”.

3. Types of translation. Narrowing of Rgospe of translation® in the
ususl view, Where L. N. Scbolev is wrong in considering translation
1imited to thres types. How "type of translation is definsd", A given text
and the goal of translatiom. What 1s the structure of a given text in its
known linguistic features and in its social trends. The linguistic features
of & given text as determining the typs of transletion, HRelevancy and non-
squivalencs of translation elements im varlous types of translatiom.
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4, Translation as information and interpretation. What the structure
of "translation® as a whole consists in. Initiel deta of translation, act
of translation, results of translation in the structural sense. Where 2.
Klemensevich and I, Etkind are right and I. Kashkin is wrong. Various types
of relations between original and translation.

. Bo The problem of "translatability" end "non-translatability”, What
"lack of mutual understanding" consists in. Why Humboldt is right and Keshkin
is wrong. The unwarranted claims of A. V. Padorov and others. What is ed-
equacy of tramslation in connection with analysis of translation elements

and understanding of translation type.

6. Methods and circumstances of transletion dictating various
solutions of the translation problem. Ad hoc¢ translations, translations
are the “task of a lifetime™; lexicography, informative transletions 0
technical and scientific translations, artistic translations, translations
of philosophical texts; machine translation. Cooperation of sciences and
talents in diversity of translation activity.

27. A SYSTEM OF RECORDING SPEECH FOR ORAL TRANSIATION

Vo Yu. Rozentsveig (Moscow)

lo Oral translation differs from translation of a written document
in that the words to be translated are perceived by the ear, transformed, -
atored in the memory, and later delivered orally, These operations teke
place x;ore or less simultaneously (depending on the kind of oral trans-
lation).

2o The limited capacity of the "short™ memory of man results in
oonsiderable losses of information when large segments of speech are trans-
lated, Moreover, overloading the memory makes the analysis and synthesis
of a spoken commumication difficult, It is nscessary to work out a system
of recording speech constructed in such a way that it would interact with
the "short humen memory, thus ensuring reliable storage of information,
facilitating perception, and recreating the oral mSS88.E6 o

8. A phometic (alphabetic) writing system has not been devised for
the recording of foreign speech. Stenography is unacceptable for oral
translation because it registers the words in toto (including redundent
and unnecessary words) and requires too much time to decipher. The system
of shorthand worked out émpirically in the University of Geneva'’s School
for Translators largely meets the needs involwed in recording speech for
oral translation (Rozan's work)., However, it does not solve our problem
owing to its unsystematic nature and internal contradictions,

4. The task of developing an efficient system of recording speech for
oral translation amounts to the creationm of a unique elementary information
language requiring the solution of several logical, psychological, and
linguistic problems, to wit: -~
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{a) logicsl analysis of speeth, isolation of semantic fulsral
points and systeme of connecting thems

(v) identification of the propsrties and action mechanism of
the "short™ human memory:

(¢) determinstion of linguistic redundanciss, common (stereotypis)
word combinations and sentences ospable of being readuced to
aynbols, the mest afficlent techniques of designating
morphemss and syntuobic counestions in the system of ths com-
plex whols. In addition, we must keep in mind the necessity
of working oubt a recording system that will bs applicable to
s pair of languages and easily mestersd by thoss studying to
hacome Translaters.

28, TANGUAGE TRAINING FOR BLIND DEAF-MUTES

I. Ao Sokolyanskii {Moscow)

1o The simultansous lack of wisuel snd sural snalyzers and thearsby
of the speech snclyzer is sn exceedingly unusual condition for a ohild,
The unusualness consists in the fact that the desaf-dumb-blind child is
sompletely normal ss far as neursl and cersbral structurs iz conssrnsd and
therefors retains potentially the full capacity for intellsctual develop-
ment 1ike that of sny normal shild, Neverthelsss, using just his own. efforts
and withoub outside help he can not meks initisl contact with the exterual
snvironment surrounding him.

2, Devslopmsnt of a deaf-dumb=blind child’s first contacts with his
snvirorment is an extremsly somplex problem that can only be solved by
gelecting & rigorous system of initial sigrals. This is achisved by special
teaching snd & spsciel grammar. Ordinsry gensral (particularly "sshool®)
grammar , 98 pressnted in gemeral courses cannot bs used,

3, If the system of initisl signal conbachs is davelopsd in close
sonformity with the logio of the externel physical environment, formation
of the second sigralling systenm on the basis of the firat is not particu-
larly complex and is chiefly & techniocal problem. Tha heart of the matter
lies, thersfors, mot in the ssgond, bub om the first gignalling system.

4, The secord sigralling system {(langusge) in teaching s deaf-dumbe
blind child has varioue formss gesbioulabtory, dactylis, toush {Breille),
written, oral, Ths sscomd signsls must be strictly used in the same order
a8 listed above.

A text is & basic link in the second signalling system--but no
separate words or sepsrate sentences. Hense, the langusge instruction of
8 deaf-dumb-blird child must begin with texts, not separate words or
sentences.

- 35
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6. The beginning texts are short, consisting altogether of 3-4 so-
called "simple" non-extended sentences (two-member), Five or six of these
are enough, after which the child can pass to texts composed of "simple™
extonded sentences which, according to the rules, mist include objects
(direct or indirect indiscriminately).

The remaining syntactic constructions - even such difficult ones as
complex clauses - are assimilated with the "simple™ extended sentsnces in
the series of texts. What general grammar calls a "aimple™ sentence is
not at all Msimple" as far as the teaching of deaf-dumb-blind children is
concerned.

29, SOME GENERAL PRINCIPLES IN COMPILING GIOSSARIES
H T i

G. M. Strelkowskii (Moscow)

1. The word -- as a basic wnit of language. "Every word (speech)
generalizes" (Lenin Philosophical Notebooks). Since ideas originate
simuiltaneously with words and are expressed through words. The very
possibility of logical thought is createéd solely by language. The unity
of language and thought is organic, i.e. language can neither arise nor
exist without thought, nor thought without language. However, words are
not identical to ideas. Words may have several meanings, i.e. they may
express different ideas and, vice versa, one idea may be expressed by’ -
several words. A word may contain not only the expression of an idea, but
also the relation of the speaker to the object designated by the given
word (KHOLOD /Gold/, KHOLODISHCHE /extreme cold/ KHOLODOX élight cold/eto. )

2. In this connection one should mention the impossibility of de-
scribing language without referring to meaning (the weakness in the theories
of American structuralists and their followers), The unsoundness of ‘
theories reducing language to a system of pure relationships (Yel'mslev).

3. In accordance with the considerations set forth above, algorithms
for machine translation must be based on a dictionary of meanings.

4. The principles of word choice for a machine dictibnary.
(a) Significant and auxiliary words.

(b) Division of significant words into technical terms end words

in common use.
/

(c) Need to ascertain the minimum of international words required
for comprehension of technical texts.,
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(d) Choice of subjects (Electronics, particularly the section
dealing with automatic control, since this field is now in-
cluded in all branches of industry and science, and is a
besis for machine trenslation itself., Competence of author).

(e) Problem of compound words and word formation. Regular and
irreguler translation of compound words. Glossary of stems
and program therefor or information referring to tables of
guffixes and paraligms of word changes (including stem changes,
e.g. stem forms of strong verbs).

5. Word combinetions and phrases. Providing words in the glossary
with sn index indicating possible stock phrases. Translation of lexical
homonyms by the method of analyzing word combinations.

6., Methods of work in compiling dictionaries. Choice of artiocles,
reading them, writing out all words, except the commonest helping words
(auxiliary verbs, pronouns, prepositions, etc.) oN index ocards; alpha-
betic arrangement of cards. Numbering sentences in the text and correspond-
ing index on the cards for ready location of possible occurrences of the
word.

7. Stetistical conclusions. Alphabetic arrangement of words. FPer-
centage of technical terms. Repetitiousness of non-technical terms,.

8, Mothods of expanding the glossary with and without the machine.

Reading of other materials on the given subject and enrichment of
glossary with common words.

Inclusion within the glossary of all technical terms already selected
in the special glcssaries of technical terms on the given subject. Treat-
ment of new texts by the machine with separation of words not kmown to it
and presenting them untrenslated, or simply a selection of new words.

9. A selected glossary as e foundation for constructing a trans-
lation algorithm without the creation of some metalanguage. ‘

%0, SOME ANAIOGIES TO THE PROBLEMS AND METHODS OF
CONT Y
TRDIAN GRANMATICAY WORKS

V. N. Toporov (Moscow)

1. Linguistics has perhaps never been 80 independent and ccmplacent
as it is today. This is undoubtedly due to the fact that the real object
of the science has been found. On the other hand, the connection between
linguistics and other sciences has never before been so strongly felt.
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But this comnection is effected not on the serlier basis, when attempts
were made to apply the methods of one science to smother, but on a new
oné, It is characterized by some ideas commen to s number of sciences.
These ideas developed (often independently) on the soil of the variocus
sclences. The isomorphism of certain fundamental concepts (cf."structure",
"field", "inveriant", etc.), the similarity of individual problems and
methods of solution. It is becoming increasingly evident that certain
common ideas and methods are being superimposed, as it were, on the material
of the particular sciences and transformed in accordance with the nature
of the material, the possibility of giving it a strictly formal inter~"
pretation, the scisntific traditions in the given field, etec. For this
reason the prospects for a new synthesis of various sciences on a new basis
are now being carefully assessed (cf. International Encyclopedia of
Unified Soience, vol. I, 1938-1939; B. Hanssen. The concept of field as
& synthesis of natural science and humenities traditions in soclology.
Vestnik istorii miroroi kul'tury'Zﬁérald of the History of World Gultuq§7,

s O 4_9 etcoro

- Ab this time when linguistics is very clearly aware of its place
among the other sciences and the new direction in linguistics is inter-
preted as being something broader than simple opposition to old ideas, it
is natural that there should be growing interest inm the outlook for the
development of linguistics, the nature of its comnections with other
sciences, and the ultimate fate of these commsctions.

. When one examines these problems, it is difficult to avoid thinking
about certain striking analogies %o modern linguistic problems that may be
found in the history of ancient Indian science, particularly linguistics,
and which are attracting the attention of modern scholars with increasing
frequency (L. Bloomfield, Emensau, Bro, Allen, Renov, and others).

'3, et us list the most important analogies in the light of con=
temporary problems.

(&) Formal principle of language description ("descriptivisa®),
exclusion of meaning in analysis, if we disregard the very small number
of Quitra-interpretations that sometimes deal with the determination of
connections of semantic (aocording to Morris) order; fullness of ’
deéoripgion” including differentietion betweer the obvious and the non-
obvious), :

(b) Elements of a systematic approach to langusge; clear
destinction between class and member of class with fixed place; hence,
on the one hand, the concept of zero, on the other, potential forms,
hypergrammaticisms, false variation (often supported by the striving for
‘donciseness in exposition); contrast of Sphota-gabda; negative character-
1stiocs of members in relationship; Prabhakara’s teaching on semanticg--
achools on relation of word and sentence and the dependence of the former
on the latter; distinction between signum-designatum-denotatum.
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(o) The metalanguage of Indian grammatical treatises; symbols
(sign-index, sign-symbol types); metalanguege gremmar in cognition.

(d) In connection with these festures of ancient Indian linguistics,
mention must also be made of similar phenomena in other fields: The esthetic
code in ancient Indian art, particularly in the drama; the concept of dhavani
(an analogy to sphota); some analogies in the works f ancient Indian Togicians
and philosophers (categories of relation, tims; "nomiralism™); charscteristios
of Indian historiogrephy; the concept of zero among the mathematicians of
ancient Indie, stc. A comparisM with sncient Greek science enhances the
significance ofte specific features of ancient Indisn grammatical literature,
which in many respects resembles modern linguisties.

$l. THE FREQUENCY OF LEXICAL UNITS IN ENGLISH
GEQOIOGICAL LITERATURE

M. G. Udartseva (Petrozavodsk)

l. We undertook a study of frequency of lexical units in English
geological literature in connection with the compilation of & minimal glosssery
for students in geological institutions. As material we selscted articles
on the various branches of geology as well as on the allied sciences. 1In
addition, for the sake of objeotivity in the tally, we included & considereble
number of authors from several English-speaking countries. The final listing
of sources comprised 33 works containing a total of 260,000 words, of which
28 are articles from 14 periodicals published in the United States, Great
Britain, Canada, India, and Austrelie, while 5§ were excerpts from monographs.

2, The litersture dealt with problems related to the following branches
of geology: mineralogy, crystallography, petrography, petrography of sed-
imentary, igneous, and metamorphic rocks, petrology, stratigraphy, paleonto-
logy, lithology, tectonics and structural geology, origin, distribution,
and exploitation of mineral resources, geology of o0il and coal deposits,
geophysical methods, prospecting for mineral deposits, radioactive methods
of determining the age of rocks, queternary geology, geomorphology and
glaciology, dynamic geology, geology of the ocean bottom, and regional

geology.

8. Individual words, phrases, and verbs plus post positions were used
in the count. FEach additional meaning of a word was handled as a separste
item, For example, the word "face" was regarded as four separate words
corresponding to the meanings of "side®, "face™ (of crystal), "surface®,
"to put somsthing in front of a person®.

4. Each lexical item encountered agein was entered on a separste
index ocard where all secondary usages with indication of author were noted.
If the word occurred mors than 100 timss in different authors, no further
entrieg were made. Such words as "that®™, “which®™, "it", etc. were handled
similarly.
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5. The count resulted in a determination of the frequency for 7535
words. We entered into the minimel glossary 2373 lexical items consisting
of 546 verbs, 954 nouns, 327 adjectives, 236 adverbs, and 310 other kinds
of words. OFf this number 176 words are specialized terms; more then 200
words have another meaning in geological literature, while the remainder
are ordinary words. About 4000 of the 7535 words are technical terms.

6, The minimal glossary was tested by taking several random pages
of diverse literary, general political, and geology material and cal=
culating the percentage of words from each text that were lacking in the
minimal glossary., It turned out that a page of geological text contained
1-1,5% "unfemiliar® words, general political text 8-10%, and literature
(Dickens) 16-18%.

7. The minimal glossary was also collated with the Thorndyke
dictionary. Significant discrepancies were noted even in determining the
first 500 words.

32, ONE APPROACH TO LOGICAL SEMANTICS

Ve K, Finn and Do Eho Iﬂlfh-uti (MQSGOW)

1, Our approach to logical semantics can be summed up a8 followssz

() some language of science with minimal pragmatics is selected
as the investigated language (e.g., the language of synthetic
organic chemistry, formal genetics, classical mecheanics, etc.);

(b) an artificial language is comstructed for the investigated
language I and it consists of a glossery (class of basic
technical terms and syntactic functors) and a class of indexes
for the glossary as well as & formal syntex in which are for-
milated the rules for building sentences consisting of the
indexes. A correctly formsd sentence in language I is '
determined with the help of an algorithm constructed in the
formal syntax.

(¢) Language I is expanded into language II consisting of language
TI. A list of desoriptions of types of sentences in language 1
(examples of such types of sentences for the language of
synthetioc organic chemistry will bé: sentences conveying in-
formation about compounds; sentences conveying information
about reactionsy sentences conveying information about re-
action conditions) and a list of combinations of indexes core
responding to the types of sentences formed.
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(a)

(o)

(£)

In acsordence with ths types of sentences algorithms are
constructed in language II that discern the meaning of these
sentences,

If sentence F is correctly constructed end all the
indexsa are replaced by dictionary signs and if the combination
of indexes corresponding to F coincide with the combination
of indexes of some of the sentence types in language I, the
algorithm will convert F into sign "S", if all the predicates
of the corresponding description are satisfied for F; if even
one predicate of the description is not satisfied for F, the
algorithm will convert F into an empty word.,

In the first case we will say that "“F has meaning in
language I", in the second "F does not have meaning in language
I". If, however, the algorithm is not applied to F, we will
say that the meaning of F is not determined in language I,

A descriptive syntex is formulated in language II. Tt
consists of suitable algorithms to discern the meanings of
sentsences and a list of rules according to which meaningful
sentences sre derived from meaningful sentences,

Language II is subsequently expanded into language III in which
definitions with reference to the properties of language I and

its relations to the investigated language are ‘formulated. '
languege III consists of language II and a list of definitions.

Language III contains definitions of the concepts of the
semantic completensss of language I, translatebility (full or
partial) of the investigated language inte language I, in-
terpretation of language I within the amalgamation of language
IT and the investigated langyage, explicitness of language I,
and other semantic concepta,

If it is possible to comstruct a series of languages I,
II, III for the investigated language, we will say that the
"semantic analysis of the investigated language™ has been
realized. If the investigated language is at least partially
transiatable into language I, it is suggested that "semantic
analysis of the inveatigated language" can be effected by an

automatic machine.,

"Semantis analysis" is in the experimental stage, and that
is why we speak about an "approach™ to semantics, and not the
oconstruction of a deductive system of semantics,

However, the deductive construction of s system of seman-
tics is possible on the besis of experimental investigations
of the "languages of science™(with minimal pragmatics).
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In the preperation of this paper we have used the ideas and results
of research in semantics by A. Terski, K. Aidvkevich, L. Hwistek, I. Bar-
Hillel, Go. Curry, V. Quine, N. Chudman, and R. Carnap.

33. SOME PROBLEMS CONNECTED WITH THE HANDLING OF
VERES WITH ALTERNATING STEMS TN CONSTRUCT ING

(A Statistical Inquiry)
R. M, Frumkina (Moscow)

The compilation of a dictionary of stems is & necessary stage in the
task of comstructing an algorithm of machine translation. By stem we
understand the graphically inveriant part of a word, However, there are &
number of languages in which the graphically invariant part of certain
words, principally verbs with alternate forms, consists of ome or two letters,
an inconvenience resulting in homonomy of stems. It is therefore necessary
to separate only the purely standard endings (person, number, etc.), and
gssume that a given word hes several stems.

There are two possible ways of solving the problems

(1) Enter into the dictionary all the stem variants of each word

with plural stems, e.g. perfective and imperfective aspect, present and -—

past tense stems, etc, We thereby increase (and sometimes considerably)
the size of the dictionary.

(2) Select the most frequently occurring variants and enter
them into the dictionary; for the other stems, furnish the rules by which
they are in soms menner to be jdentified or formsd according to the stems
listed in the dictionary. This would enable us markedly to reduce the
gize of the dictiomary, but at the price of complicating the program.

In order to determine the more efficient method, it will be necessary
above all to carry out a statistical inquiry concerning words with plural
gtem veriants and their frequency. We are now analyzing the frequency of
verbs with alternating forms in & Spanish scientific (mathematical) text.
On the basis of data in the frequency dictionary of V. Garcie Hoz, all
Spanish words with a frequency of more than 40 were first divided into
olaszes depending on the types of alternatiom. Then the frequency both of
olasses and of individual morphological forms was determined from con-
secutive material in mathematical btexts.

“Phe dats thus obtainsd clarify the principles governing the distri-
bution of classes and alternating forms and enabls us to make certain
recommendations in compiling a dictionary and rules for handling stems.
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34, A IOGICAL ANALYSIS OF THE CONCEPT OF
LANGUAGE STRU

8. K. Shumyan (Moscow)

1. Modern structural linguistics interprets language structure on
the Gestalt plane, ie, as a whole, the elements of which are connected by
definite relations,

2, If we consider that language elements interact on two eaxes--
syntegmatio and paradigmatic--an interpretation of leanguasge struocture on
the Gestalt plane must be regarded as ons-sided: we encounter wholes,
the elements of which are comnected by definite relations, only on the
syntagmatic axis (such wholes, for example are syllables in phonology or
sentences in grammar. However, on the paradigmatic plane we deal not
with wholes, but with oclasses of ordered alements: the elements of these
classes are interlinked by definite relations, but the classes can not be
identified in any way with the wholes.

3. There arises the need of defining language structure in such a
way that the definitions may be applied to the interaction of language
elements not only on the syntagmatis, but glso on the paradigmatic axis.

4, The new definition of the ooncept of language structure is based
on the general concept of structure in modern symbolic logic where it is
defined thus: +the structure of a given relation is the property of being
isomorphic with the given relation.

Modern structural linguistics, as we know, distinguishes two planes
in language: +the plane of expression and the plane of content (phonology
is included in the former, grammar and lexicology in the latter). Since
isomorphism exists between both planes, we may rely on the definition of
the general concept of structure in symbolic logic and define language
structure thuss languege structure is the property of the relations of
elements on the plane of expression and of the relations of elements on the
plane of content to be ismorphic with one another. This definition of
language structure is in complete accord with the research techuniques of
structural linguistics at its present stage of development.

6. A logical analysis of the concept of language structure requires
an operational approach to this concept. Accordingly, the report states
how we should set up empiric operations by msans of which language structure,
as an abstraction, can be linked to genuine linguistic activity.
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35. ANCIENT TEXTS AND MACHINE TRANSLATION
(A formulation of the problem)

V. Shevoroshkin (Moscow)

1, There is no doubt that a great many philosophers, historians,
ethnographers, and even specialists in literature have an acute need of
Russian translations of a large number of ancient texts.

2. The available translations are a drop in the ocean compared with
the mass of ancient literary monumenta.

3. Texts in dead languages have one feature that distinguishes them
from texts in modern languages, namely, *he frequent impossibility of
proving that the original author had in mind precisely what we “read into™
the text.

4, The feature of ancient texts noted above has produced and is con-
tinuing to produce numerous commentaries on these texts.

"6o The translator of ancient texts is in essence a commentator. Even
the translator who strives for maximum objectivity inmsvitably introduces
into his work many subjective elements, which vary in degree with the depth
of his erudition,

6, An investigator who requires the translation of an ancient text
‘may also need & commentary, but his primary need is for a maximally ob-
jective transletion. Whenreading such a translation, he should confront
the same difficulties that are mastered by a person who reads the text
in the original. However, a translation dons by a human being does not
meet these needs for the reasons mentioned in (5) above.

7. Machine translation of ancient texts will enable a student to
obtain exactly what he needs. "Interpretation™ of a text by a machine is
excluded. The more "elementdry", the better.

8+ Thus, machine translation of ancient texts is particularly im-
portant, for the machine is not merely a substitute for a live translator,
but -~ in this respect alone - it does what & person can't do.

9, Certain characteristics of the ancient Indo-European languages
enable us to assert that these languages are more accessible to machine
translation than are the living languages. These characteristics include:
CGomparatively greater transparency of morphology and simplicity of syntax,
numerous trite phrases, etc. This problem will be considered in detail
on Benskrit material.

10, For the reasons set forth above machine translation of ancient
texts into Ruseian is & problem that deserves detailed elaboration.

- 44 =
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SECTION ON ALGORITHMS OF MACHINE TRANSIATION

36, AN ALGORITHM FOR TRANSLATING FRENCH INTO RUSSIAN
ON1

V. A. Agrayev
(Gorki)

The algorithm was designed for use in connection with an electronic
computer of the GIFTI Zﬁbr'kovskii issledo-vatel'skii fiziko-tekhnicheskoi
institut/Gorky Research Institute of Physies and Technologi7boase$sing a
limited memory capacity. The aim was to determine the translation ocapa-
bilities of the machine as well as to check the operation of the algorithm
with limited glossary and rules.

The algorithm includes lexicael routines: a glossary of gstems, a glossary
of phrases, and charts for trenslating polysemants. The stem glossary con=-
tains about 500 words. In addition, we prepared a large glossary (about
1200 words) containing the full, original forms. The amount of grammatical
information included with the words varies in the two glossaries: less is
given in the stem glossary. The phrase search is based on the semantically
pivotal word. The translation routinea of polysemante contain tests for
comtextual environment and the requirsed meaning is selected accordingly.

Analyzing rules determine the meaning of French inflections and,de-
pending on the governing words, establish the necessary grammatical forms
of the other words.

In the synthesis routines Russian word forms ere constructed on the
basis of gremmatical information derived from the glossary and developed
during the process of analysis. Synthesis is efflected with regard for its
applicability also to translating English radio engineering texts.

Stetistically chosen data were used in constructing the algorithm.

37, PRINCIPLES IN THE CONSTRUCTION OF ELECTRIC
ING

N. D. Andreyev
(Ieningrad)

1. The problem of elsctric reading devices (ECKU) Z;iektrochitaYushehiye
ustroistve/ arises because of the slowness in preparing & text for machins
translation, which is inevitable when a human being does this work (partic-
ularly in oriental language texts).

2. An electric reading device must be adapted for machine sensing of
soripts of varying size, slent, proportion, and graphic shape.

3, The different sizes, slants, and proportions of scripts may be
reduced to a single standard by using the three-set system of varying curve
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mirrors /TREKHKOMPLEKTNOI SISTEMY ZERKAL PEREMENNOI KRIVIZNY/.

4. Scripts of different shapes may be adapted for machine sensing
by using the principle of key identification points Z%iXUGHEVYKH
OPOZHKVATEL"NIKH'TOCHE§7, the number of which cannot exceed 50 for Cyrillic
and latin; it may reach 100 for Arabic, Devanagari and their derivatives,
and about 300 for Chinese and Japanese,

5. The set of key points is individualized for each of the graphic
signs and is interpreted for each language in accordance with a special
program that constitutes the introductory part of the analysis in the
appropriate algorithm,

38. WORK ON AN INDONESIAN-RUSSIAN ALGORITHM
OF | INE TRAN 1

Ne Do Andreyev
(Leningrad)

l, The Indonesian language requires preliminery treatment of the
words in order to strip their roots. Stripping of the root by direoct
resort to a dictionary appears to be impossible.

2o Three factors make it difficult to strip the roots (1) the
presence of initial and secondary prefix and suffix; (2) internal sandhi,
i.e. the phonetic interaction of morphologicel elements; (3) the presence
of root reduplicators and polyreduplicators, which occour in two graphic
variants,

S« Much preliminary work was required for the statistical and
structural investigation of Indomesian words. Different versions of the
root=-stripping program were based on this work.

4. Processing the words in the root-stripping program makes it
possible to proceed to morphological analysis, which is effected by
& special morphological program that is often realized in a purely
analytic way, i.e., without resorting to the output language, but by
substituting words in their code hieroglyvhic.

B. Based on a certain working hypothesis concerning the structure of
the Indonesian sentence, it seems possible to construct a standard analysis
constituting the principel part of the syntactic program; it is only for a
minor portion of the sentences that we need a non-standard analysis forming
& more complicated but much less frequently used part of this program,

6o The homonym and phraseology programs are operated after the first
three programs are completed, relying on the hieroglyphic anslysis effected
therein,
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7« The propo’é:ltional and f;lossary program works chiefly by cone
version, i.e., according to the output languagoe.

8+ Tables of pseudoroots and typiocal sots of morphologiocal ine
formation are being developed s necessary supplemonts to the main
glossary.

39¢ WORK ON A VIFTHNAMDSERUSSIAN ALGORITIIM
OF HACHILD TRALSIATION

Ne Dy Andreyev, D, A, Batova, and
Ve Se Panfilov (leningrad}

ls The vVietna.unae-Ruuian algorithm of machine translation includes
the following programss

(a) Glossary of binomials, /BINOM/

(b) Glossary of roots,

(o) Glossary of idioms, |

(4) Supporting program, /OFORNAYA PROGRAMIT
(e) 8yntactic progranm,

(f) Homonymioc programs

, ‘2o The gloseary of binomials assumes the stripping of two-syllable
Vietnamase words with their grammtical information,

The glossary of roots includss monosyllabic words and their
grammatioal information. The existence of two glossaries is due to the
problem of word boundary in isolating languapoes.

The glossary of idioms contains idioms, phrase combinations, and
hardetoetranslate expressions,

The supporting program serves to differentiate between parts of
spesch in those cases where the appropriate grammatical information cannct
be preocisely indicated either in the glossary of roote or in the glossary
of binomials, _ S

The syntactioc prograni provides for an analysis of Vietnamese syntactic
oconstruotions,

The homonymio program is designsd to solve the problem of lexical
homonymy within any single part of spesch. The program deals prinsipally with
monosyllabio words, sinoe homonomy 18 not oharacteristio of binomials,

wdT -
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8 In connection with the sdoption of a syntactic standard, which
consiste in utilizing syntactic snalysis to determine the parts of speech,
the range of application of the supporting program is narrowed to ex-
ceptions to standard cases.

4, Besides utilization of the supporting program, exceptions to
atandard cases may be solved by inserting appropriate corrections into the
syntactic program.

6o The supporting program is characterized bys
(a) The ability of individual words to occur in a sentence as a
substantive and a verb.

(b) The fact that such words stand closer to the verb than to the
substantive. Therefore, when used as substantives, theyoften receive various
grammatical indicators that are peculiar to substentives,

(¢) A number of verbs may be brought into the category of sube
stentives by meens of appropriate auxiliary elements.

(d) What has been set forth above explains the impossibility of
acourately indicating in the glossary the part of speech of the words in
question. The part of apeech may be indicated only disjunctively.

"~ (o) Determination of the part of speech to which words of kthe Y
type in question belong may be made in each specific case with the help of
carriers of grammatical data located in the supporting program.

40, WORK ON A JAPANESE-RUSSIAN ALGORITHM
TION

A, A. Babintsev
(Leningrad)

l. Work on a Japanese-Russian algorithm was begun st the end of
December 1957, using atomic energy texts. At this stage analysis of
material is limited to the simple sentence.

2, Due to the fact that no reading devices are available for
ideographic text, the Japanese must be transcribed into Russian before it
is put into the machine,

8. The structure of Japaness~-agglutination (substentive and verb
in part) and inflection (verb in part and adjective) with the stress on
agglutination~~is responsible for the effectiveness and adequacy of the
standard morphological analysis and determines the primecy of the program
of standard morphological analysis in the set of programs.

= 48 =
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4, The set of programs for the Japsnsse-Russian algorithm at the
present time is as follows:

(1) A program of standard morphological analysis (with referral
to the glossary--"address” and withdrawal therefrom of certain grammatical
information).

(?) A program of standard syntactic analysis (based on a ™working
hypothesia™).

(3) A program of non-standard syntactic enalysis (cases that do
not fit the “working hypothesis™).

(4) A homonymic program.
(5) A glossary of idioms,
(6) A synthesizing program.

6. The minimum of information to be derived from text analysis is:
for & substantive--case and, in certein instances; number; for a verb-~tense,
voice,»mnodg finiteness; for an adjective--tense.

6., The “working hypothesis", which is based on the laws of Japanese
sentence structurs, in broad outline consists of the followings

(1) The first substaentive in the nominative or principal case is
the subject.

(2) The last word befors & stop sign is the final predicate; a
verb in non-finite form is the middls predicate.

(3) The direct cbject immediately precedes the predicate; the
indirect object is found at some distence from the predicate.

(4) A substantive in the genitive case, adjective and verb in
the finite form preceding the substentive are attributes.

7. We should like %o direct attention to one of the numerous problems
that have arisen in commestion with our work on the algorithm. After
analyzing a Japanese text, from which information on number can be obtained
only sporadiselly, it turns out that difficulties due to the inadequacy of
information on grammatical number appear in the synthesizing program during
formetion of the output text. A solution to the prcblem of number in the
synthesizing program is exceptionally important for a number of ™oriental™--
Russian algorithms.

o 49 «
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4l. THE PROGRAMMING OF TRANSIATION FROM
I

G. P. Bagrinovskaya and
Go Lo Gaviiiova (Moscow)

Program of translation, constituent parts, order of operation.

Arrengement of glossary, difference in coding used in English section
of glossary from coding in French section of glossary. Size of glossary,.
Glossary of phrases.

~ Choice of homonyms, construction of complex index scales and omitted
index scales.

Operation of analysis program (™rolling up™ formulas) ZbeMULY SVERTE§7.
Program of synthesis of structures on the basis of formulas of synthesis.
Morphological treatment of results of synthesis.,

Russian part of progrem of translation from English into Russian
(utilization of programs prepared for Russian part of French-Russian trans-
lation). Agreemsnt in codings.

42, PRINCIPLES IN COMPILING A GERMAN~RUSSIAN
GLOSSARY OF POLYSEMANTS FOR WACHING TRANSIATION

8. S, Belokrinitskaya (Moévcow)

Determination of the meaning of a polysemantic word that is appropriate
in a given context constitutes ome of the basic problems in machine trans-
lation.

This problem is being solved by compiling a glossary of polysements
which will make it possible to obtain the relative meaning of a word by
an analysis of the surrounding context. In most cases it is sufficient
to exemine context within the boundaries of a sentence.

A considerable number of words that have multiple meanings in
the usual literary langusge have but a single meaning in mathematical
texts, and the system of meanings for a number of polysemsnts is simplified.
However, many German words, even in a mathematics text, have a large number
of relative meanings, the determination of vl.1:™ requires a rather com-
plicated system of tests.

The most numerous are prepositions and a group of verbs which sre »
used with separable prefixes and which also form a large number of phrases.

o 50 o
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The principal method of determining the relative meaning of a
polysemant is structural--sementic analysis of the surrounding context.
In some cases gremmatical forms of the given word or its environment are
also anslyzed .

It is possible to isolate certain groups with a monotypic system of
meaning, thereby simplifying the glossary and replacing in some cases the
system of tests (or part of the system) by reference to the appropriate
general rule,

_ We have also isolated & group of words united eccording to the principle
of identical effect on the translation of prepositions and some verbs with
sextremely many meenings, which likewise permits of simplification of the
routine.

Methods of glossary treatment of different types of idioms and phrases
heve been worksd out.

The routines of polysemants also contain cases of lexical homonomy that
are not exoluded from the system that differentiates beitween the meanings
of polysemants. :

The determination of relative meanings of polysemants by means of the
glossary just described is not free from difficulties (in some cases &
single sentence does not provide sufficient context, the translation of
complex words, etc.)s, However, these difficulties can, as & rule, be
OVercoms .

A check of the text shows that a complete satisfactory translation of
the mathemstical corpus can be echieved with the help of the above-described
glossary of polysements.

43, MAIN FEATURES OF THE GLOSSARY AND
GRAMMATTCAL PROCRAIS TOR ENGLISH-RUSSIAN
MACHINE TRANSIATION (M.To)

1. K. Beltskaya (Moscow)

1. The basic components of a system of machine translation from
English to Russian as worked out in the ITM# and VI=, ZFBee Yo. 2 for ex~
pansion and meaning of abbreviations/Academy of Sciences, USSR are a
specialized bilingual glossary snd Three cycles of translation routines:
glossary routines, routine for analysis of imput sentence and routine for
synthesis of output sentence. '

2, The Anglo=Russien M.T. glossary now available has been designed
for the translation of scientific literature dealing with problems of

e 51 =
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applied mathematics: the solution of systems of linear, algebraic, and
transcendental equations, calculation of the proper values of matrioces,
approximation of functions by means of polynomials as well as by trige
onometric funotions, expansion of functions into series, numerical
differentiation and integration, numerical solution of differential
equations, and other problems of numerical analysis,

The glossary contains 2300 words. Several works by English authors
were used for compilation smd checking.

toxt checking of the glossary for translation of mathematical 1it-
ergture yielded satisfactory results. Some 3000 sentences consisting of
more than 100 connected passages from the material of different authors
were used a8 the corpus,

8. A gloesary for the machine translation of scientific literature
may be usefully divided into a series of independent "apecialized"
glossaries. Further specialization down to relatively independent fields
within a given science-~mathematics, physics, and chemistry-=is also
worthwhile,

This division serves two purppses: it reduces the necessary bulk of
the glossary to the completely manageable number of 3000-3500 words and
even more important, considerably reduces the amount of polysemy,

The structure of the Anglo~Russian glossary for M.T. is such that
its several sections may be expanded independently.

The glossary has two main sections:s
I Single-meaning glossary and
ITI Multiple-meaning glossary.,
Each section is divided into two subsectionss
Ja < gloasary of terms,
Ib « glossary of words in general use,
ITa - glossary of words with complete meaning,
ITb - glossary of auxiliary words.

In size, the multiple-meaning glossary takes up about 1/5 of the entire
glossary whioh, in this instance, amounts to 458 words.
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5. The problem of polysemy is satisfactorily solved by combining
two methodss (2) narrow specialization of a series of glossaries for M.T.
end (b) contextual (functional-semantic) analysis of words in the sentence.
Experience shows that it is virtually unnecessaery in scientific and
technological texts to go beyond the "small context™(i.e. one sentence).

6o In order that the lexical analysis of the words be effected
automatically (without human intervention), the M.T. glossary is accompanied
by a series of special glossary routines that make up cycle I in the over=
all system of translation routines.

These include:

1. A routine for obtaining the glossary form of the words,

2, A routine for the grammetical analysies of ™unknown words",
3, A routine for the grammatical analysis of "formulas™,

4. A routine for distinguishing homonyms,

5., A routine for the analysis of polysemy.

The last routine is the most important from both the theoretical and
the practical points of view.

7. The lexical analysis, which ie performsd by means of the glossary
and glossary routines, precedes the grammatical analysis and provides it
with the necessary initial information in the form of the so-called
"invariant characteristics" of each "known® word (i.s. entered in the M,T.
glossary) and the syntactic characteristics of all the "unknown" words
(not entered in the M.T. glossary) and the "formulas™.

8c The grammatical analysis of input sentences is performed by means
of a series of routines in cycls II in the following order: :

1. Anelysis of verbs (™verbd" routine);
2. Analysis of punctuation marks;

3. Syntactic analysis of sentencss: division of sentense into
clauses and more precise definition of parenthetical phrases
in ¢lauses/Ws define a sentence as that segment of text which
is included betwesn full stops {period, exclamation or
interrogation peint); a clause is 2 simple sentence, i.e. such
that it conteins no mors than one helterogenecus predicatej 3

4. Anelysis of substantives and numerals;
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6., Analysis of adjJectives;
6, Modifioation of word order in the translated sentence.

The "verb” routine is the key routine in the first half of the analysis
of English sentences; however, the syntaoctic analysis of sentences (routine
3) is the basis of operation for the second half of the analysis and deter-
mines the boundaries of those segments within which the subsequent analysis
is effected.

9. The routines in cyole III use the results of the preceding routines
in such a way that the Russian sentence obtains its grammatical form in
accordance with the rules of Russian grammar.

The synthesis routines go into operation just at the time when the
variant (contextual) grammaticsl signs for all wvariable words in the output
sentence are obtainsd and the steps taken to adjust the word order to
Russian norms,

In the place of the Russian numbers, which represented Russian words
up to this time, Russian equivalents are selected from the gloasary, after
which the variable worde (verbs, substantives, numerals, and adjectives)
are handled by the synthesis routines: a word ending is changed whenever
the desired word form does not coinoide with the dictionary form of the
word ,

10, Synthesis routines operate in the following order:
1, Word-forming routins;
2. "Verb" routine;
3. "Adjective™ routine;
4, "Substantive" routine.

Changes in the numerals are effected partly in the "substentive"
routine, partly in the "adjeotive" routine.

The word-forming routine occupies a special place: it provides for
various ceses going beyond word changes while inserting the grammatical
signs of the Russian word derived from analysis of the forelign sentence.

44, WORK ON A NORWEGIAN-RUSSIAN ALGORITHM OF
— NACHINE TRANSTATION

V. P. Berkov (Leningrad)

I. The projected met of progrems are: A. Analytic part: (1)
morphological progrem; (2) program for distinguishing homonyms; (3) syntactio
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program; B, Glossary parts (4¢) glossary--address; (5) regular glossary;
(6) glossary of phrases and idioms; (7) prégram for compound words; (83‘
prepositional programg (9) progrsm for unification of orthography; C.
Synthesizing part.

II. Two methods of analysis, different in principle; were initielly
contemplated: :

(2) To begin with a search for words in the glossary;

(b) To begin by extrasting grammatical information from the text
before referring 4o the glossary on the basis of a supporting
program (1ists of indisputable endings, word-forming suffixes,
supporting words, stc.). Due %o the extensive amount of
grammatical homonomy in Norweglien, the second method seemed
very cumbsrsoms and, in soms cases, practically unsound. It
has thersfors besn rejscted.

ITI. The fact that the funchtioning of the algorithm--which begins
with s search for the words in the glossary and withdrawal of the infor-
mation located there into the operative memory--leads to clogging the
latter with information that is as & rule temporarily auperfluocus (in
some cases this is general) suggested the idea of creating typical sets
of information.

IV. Programs (1) and (2) are now (begirning of March 1968) ready in
rough form. An ending obtained by stripping the dictionary stem from the
text form of the word is compared with the 1list of endings; if the given
word has a single grommatical meaning, an information suffix is attached
to it end no further action is taken on the word at this stage. Cases of
grammatical homonomy are hendled by a series of special programs (2).

On extracting all the grammstical information from the text linesr trans
Pers of words asre made in order to impart & stendard appearance to the
items (d;rived by "unrolling® /RAZVERTKI/: this is done by a part of pro-
gram (3)e

V. The program for the unification of orthography is the specifically
Norwegien pert of the algorithm. The need for this program is dictated
by the considerable emount of inconsistency in Norwegian orthography, even
in scientific texts; without the prcgram, the glossary would necessarily
be overloaded with many pairs of words.

VI, The progrsm for unification of orthography will be used as a
basiz on which to construct an adjusting program in commection with the
usa of this algorithm for Danish.

[

ﬂ"u)ﬁ‘"‘
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46. GLOSSARY STRUCTURE AND INFORMATION CODING
~ TOR VACHINE TRANSIATION

I. L. Bratochikov, S. Ya, Fitialov,
and G. S, Tseitin (leningrad)

1., Consideration is being given'to the problem of introducing a
glossary on tape into the machine to search for coincidences in the event
that the glossary does not fit into the operational memory.

2. A glossary structure is proposed that will accelerate searching
and decrease the size of the indispensable portion of the memory for the
size of the glossary under consideration.

3. The previously suggested process of "rolling up the codes"
ZEVERIYVANIYA KDDQi7 is now in use. The rolled up code is directly
utilized to obtain the address of information on words in the glossary,
We have provided for cases of coincidences of addresses thus obtained
(rolling up SVERTOCHNAYA/ homonomy) by differentiating routines in-
oluded in dictionary compartments, the addresses of which are not
addresses of the words.

4. Theoretical probability considerations have enabled us to obtain
results which, based on the given number of words in the glossary and the
volume of lexical information, meke it possible to estimate the necessary
size of the memory to accomodate the glossary.

Be Mothods are also suggested for programming certain operators
encountered in the algorithms of machine translation.

46, GENDER AS A SUPERFLUQUS CATEGORY OF

V. N. Vinogradova (Moscow)

It is very importent for machine translation to discover the gram-
matical oategories of a language concerning which there is no need to
give information insofar as translation can be effected without taking
them into account. Certain general considerations suggest that gender
in the Russian verb--an uncharacteristioc phenomenon expressed only
in -1 forms, the singular of the past temse and of the conditionsl mooQw=
is one of these categories.

We tested this assumption on & mathematicaI.ZE. G. Petrovskii,
Discourses on the Theory of Differential Equations, 195&7%ext where the
number of verbs with gender expressed turned out to constitute only 4%
(93) of the total number of verbs (1970). We then selected linguistic
(history of language)/A. A. Shakhmatov, Historie Morphology of the
Russian language, 19567, pages 9-65/ and historic /B. D. Grekov, Kievan
Russia, State lishing House of Political Literature, 1953, pages 73

Texts in order to have a large number of diversified examples and

TRamd, S SPRER I SRR P 30EH ARk Hododaidogmber of verbs
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used, It appears that in mos%t sentences the verb may be related only to
the subject-=a single substantive in the nominative case, Doubts mey arise
only in the case of transitive verbs whera there is an objeot in the
accusative case that coincides in form with the nominative, of the type:
"Bquation (68) yielded the genersl integral of this equation over the

entire surface except for the start of the coordinste™, éﬁf&vnaniye(a)
davalo obshohii integral etovo uravmeniya vo vsei ploskosti 3a isklyucheniyem
nachale Roordinai:y° Since we have a grammatical indication for both the
subject and the object purely in the past tense, and even then only when
the gender of the noun-subject differs from that of the noun-object, there
remains no other way of determining which is which than-the word order of
the sentence: +the rule that the subject comes first holds in the over-
whelming majority of cases. A rearrangement is, of course, possible for
the sake of logical emphesis, e.g.: "in the Russian langusge preponderance
haes received the accent of the nominative plural.”™ Z?'ruaskom.yaSykg
pereves poluchilo udareniye imenitel‘*novo mnozhsatvennoq§7, The phrase
poluchit' pereves Zfbceives the preponderance & predominatq§7“w111
evidently have to be listed in the glossary as a phrase combination.

It is possible to conceive of more complicated cases (we didn't
find any examples, but we paraphrase cme of the sentences of the type
desoribed above): "Change...caused a shift of e to ¢ before a hard con-
sonant." /Izmeneniye...vyzval perekhod ¢ ¥ o pered tverdoi soglaanq£7
Such a sentence is almost impossible with a predicate in the present tense
(or is very bedly written: “Izmeneniye ...vyzyayet perekhod..." will
clearly be misunderstood); sven in the past tense it is awkward. Apparently,
rare instences of this kind will be edited; so too the following case in a
complex sentences: "The bishop asserted that his church land went along the
Ligichii ford, which was in the time of Prince Yuri.™ /Episkop utverzhdal,
chto yeo +tserkovnayas zemlys idet po Lisichii brod, chto byl pri knyaze Yur;£7.
In the absence of information on the gendsr of the verb byt!, it is impos-
sible to determine whether the last clause modifies bred "ford™ (brod,chto
byloso® kotoryi bylecoo &n obsolete meaning, aceoording to Ushakov's Tolkowyi
Slovar? Zﬁictionaqi7) or is a subordinate conjunctive clause relating %o
the entire preceding clause. This ambiguity cannot be resolved here by
formal signs.

With the exception of the last example, the btexts studied did not cone
tein a single instence where the lack of information on the gender of verbs
would have resulted in confusion. This permits of the conclusion that as
far as machine trenslation is concerned gender in the Russian verb may
well be ignored.

Approved For Release 2000/08/24 : CIA-RDP68-00069A000100200007-9



Approved For Releas®000/08/24 : CIA-RDP68-00069A000108%0007-9

47, THE SYNTHESIS OF RUSSIAN VERB FORMS IN MACHINE TRANSIATION

2. M. Volotskaya (Moscow)

1. For the synthesis of Russian verb forms in machine translation it
is proposed to list in the glossary of stems only the stem of the imper-
fective aspective of each verb. All the forms of the present, past, and
future tense, perfective and imperfective aspeot (personal as well as
impersonal) are formed from this stem in accordance with definite rules.

2. It is suggested that three types of operation are sufficient to
make all possible verbal forms from the single stem: (a) discarding the
final letter or letters, (b) adding a letter or letters to the stenm on the
right, end (o) adding a letter or letters to the stem on the left.

All the individual letters and combinations of letters which are
joined to the stem on the left and on the right are assigned by a list
and arranged in tables in accordance with a definite system. )

3, All the verbs are classified in three groups depending on the
mothod of producing: (a) the forms of the present tense, (b) the forms
of the past tense, and (¢) the stem of the perfective aspect from the
stem of the imperfective aspect.

'By olass of verbs we mesn the total number of verbs that construct
a given form in the same way,

4., The informetion for each verb stem contains the class number of
the stem, which indicates the way in which a given form is to be con-
structed.

48, RUSSIAN SYNTAGMAS

(on the bagsis of methematicel texts)

2. M., Volotaskaya, Ye. V. Paducheva,
I. No Shelimva, and A‘. Lo Shuinilinﬂ
(Moscow)

1. This report discusses the basio types of two-word combinations in
subordinate relationship (syntagmes) as found in mathematicel texts and
by means of which it is possible to construct the rules of formal text
snelysis (for mechine translation).

2, The syntagmas were based on specific word combinations drawn from
the texts.

o B8 =
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Syntagmas are considered to differ from each other in type of
syntactic relations between their component parts. Therefore, not all the
morphological and syntactic signs of the words that form the given come
binations served as oriteria for relating these combinations to the
various syntagmas.

8. A syntegma consists of two components: "governing" and "governed™,’
Bach of which is accompanied in the list of syntagmas by certain information.

As a rule, the "syntactic group" is the essentisl information for the
"governing?, the"morphological form" for the "governed" component,

4, Words are divided into "syntactic groups™ on the basis of the
following principle of marking words according to the sign of a cormon
syntactic connections first, those words which have a single common
syntactic comnection are separated from the mass of words into one group;
then, those words which have another syntactic commection are separated
from the same mass, etc. The same words may fall into different groups
. which consequently appear to be crossing each other.

The separation of syntactic groups not only according to one but
aocording to a combination of signs should lead to a significant inorease
in the number of syntactic groups and, correspondingly, in the number of

syntagmas.

6+ The report includes a list of syntagmas, description, and dis-
cussion of possible weys of using them in text analysis.

49, SYNTHESIS OF THE RUSSIAN CLAUSE

Z. M, Volotskaya and A. L. Shumilina
(Moscow)

1. Sentence synthesis in machine translation consists of combining
words into clauses and cleuses into sentences according to the requirements
for sentence building in e given language.

2. The aggregate of syntagmas in each sentence that are obteined by
analyzing the language from which a translation is made does not constitute
an adequate basis for synthesizing sentences of the language into which
the trenslation is made, Correspondences must be established between the
lenguages in question not only on the syntagmatio level but also on the
sentence level,

8. A clause is synthesized by inserting a syntagma, i.e., one syntegma
as it were overlays and draws into itself another.

4. Each word in the clause of the output language obtains, in addition
to the information necessary for translation (number of stem in the output
language, number, tense, etc.), the following signs: (a) number of the
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syntegma into which it is entering as a governing word (by the first
method, of. below) or as a governed word (by the second method); (b)
ordinal numbers of the words (from the input language) with which the given
word forms syntagmas. ' : :

In combining words into cleuses it is more convenient to use the ordinal
humbers of words from the sentence of the input language and not the numbers
of the output stems because using only the latter might lead to mistakes
{nssmuch as the sentence may contain several identical lexemes or different
ones, but with the same stem. :

5., There are two possible ways of synthesizing a clause by means of
syntagmas:

() Isolating the pivotal syntagmas (predicatives) and successively
expanding each component at the expense of the governed words.

(b) Synthesizing a clause by successively combining syntagmas until
they are reduced to the predicative. MNoreover, each syntagma enters as a
single group into a higher rank syntagme as a governed, expanded component.

50, GRAMMATICAL ANALYSIS FOR MACHI%F TRANSLATION
OF CHINWSE INTO RUSSIA

. . -
V. A. Voronin (Mozcow)

The system of grammetical analysis for machine translation of Chinese
into Russisn was based on materials from contemporary scientific and '
technological texts in mathematics, electrical engineering and construction.
Tt utilized the fundamental works of Soviet and Chinese authors on the
modern Chinese language. The system was tested on mathemetics articles from
the Chinese periodicals Shusyue syuebao (Mathematics Herald) and Shusyue
tsintchzhan' (Successes of the Mathematicel Sciences). In constructing the
gystem we did not have the task of solving the extemsive and manifold
grammatical problems connected. with machine translation of literary and
gocio=political literature. However, we did take cognizance of grame
matical phenomena characteristic of Chinese as & whole.,

Treatment of the Chinese sentence accerding o the system of grame
matical analysis starts after operation of the glossary and glossary
supplement is completed, as & result of which words in the sentence enter
the system with concrete relevant meaning and complete lexical characteris-
tics, 1.0, with the set of necessary signs.

The special grammatical structure of Chinese possesses an extremely
amall number of formal means by which ome can idenbtify the full morpholog-
joal properties of the Russian equivalent for the Chinese word within a
given lexical unit. Therefore, & Chinese sentence cannot be processed for
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machine translation without an analysis of the synmtactic structure of the
sentence to be translated which was predetermined by the gemeral principles
underlying the system.

The system operated in the form of routines, consists of two main
parts: (1) synbactic analysis of sentences, and (2) production of the mor=

phological characteristics of the Russian equivalent. The entire system
includes 9 interrelated, successively functioning routines.

The first part has 4 routines in whioh the following stages of
syntactic analysis ars effected in corresponding order:

(1) Breakdown of the input sentence into simple clauses.
(2) Separation of attribute+attributed word groups.

(3) and (4). Separation of other (than attributive) syntactic
components of the clause.

The second part of the system has 5 routines of which 4, on the basis
of existing syntactic signs, produce the morphological characteristiocs

for the Russian equivalents of all the words in the Chinese sentence. The
classes of words mentionsed below are handled in the order given:

(1) Numerel,
(2) Substantive
(3) Verb

(4) Adjective

The operation of the fifth routine consists of changing Chinese word
order in accordance with the norms of Russian word order.

The system as a whole comes down to producing the formal aigns that
reflect in the first part the symtactic function of the word and in the
second part the morphological features of the Russian equivalent of the
Chinese word.,

An adequate, readable translation is ensured by performing a combined
lexico~-grammatical analysis of the Chinese text put into the machine.

= 6]l =
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51. APPLICATION OF MACHINE TRANSLATION METHODS TO
OF TEIEGRAPHIC
1 0

V. I. Grigor'yev and G. G. Belonogav (Moscow)

.le "Men have been searching from ancient times for the most effective
utilization of the channels of communiocation., Up to now the mesin efforts
of engineers and communications experts have been aimed at perfecting the
commmication chemmel proper and at seeking weys of transforming the
signal so as to secure the maximum suitability of the signel to the given
channel, The contents of commnicetions mearwhile remmined unchanged.
However, the possibilities have now for the most part become exhausted so
that the problem of findihg means of reducing the size of messages trans-
‘mitted is becoming increasing urgent.

2.~ The size of a telegram may be shortened 3-4 times if a lexical
code is used instead of a literal code. A telegraphic communication
that uses lexical coding differs from an ordinery printed letter com-
munication only in that they send not code groups designating letters of
‘the alphabet, but a code combination designating the ordinal number of
the word according to the dictionary in the memory device plus certain
‘1tems containing grammatical informetion about the word treansmitted.

3. The principle of lexical coding of messages has been known
#ince ancient times., It is employed in various kinds of signal tables, in
the international radio code, and elsewhere. However, in all these cases
coding is done menually, requiring great effort and considerable expendi-
ture of time. The development of computer techknology has now made possible
automatization of the process of lexicel coding and its wide use in com~
munications,

4, 1lexiocal coding is based on an analysis of the message at the -
transmitting end and its subsequent synthesis st the reception end of the
line of commmication. This lexical analysis end synthesis of a mesaage
is essentially a simplified form of the analysis and synthesis of a text

produced by machine translation., It is therefore worthwhile, when pre-
paring an algorithm for lexical coding, to make full use of the method of
text analysis and synthesis used for machine translation,

"be . Loxical coding has, in addition, several peculiarities. Text
analysis and synthesis in the case of machine translation is aimed at
securing the operation of hisroglyphic conversion--a basic operation in
machine translation. Elimination of hieroglyphic * conversion would
lead to considerable simplification of the routines of analysis and
synthesis in the case of lexical coding. On the other hand, with lexical
coding the demand for code economy is pushed to the foreground, whereas it
is of purely secondary significance as far as machine translation is cone-
cerned. lexical coding must rest to a large degree on speech statistics.
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In particular, due to the interlinking of analyzer with the devices of ths
channel of communication, the size of the dictionary cannot be so conveniently
large. Available statistics permit limitation of the dictionary of the
lexical analyzér to & maximum of 4000 words in ordinsry use, which generally
make up 97.5% of a literary text. Rare words mot found in the dictionary

may be transmitted letter~by-letter.

"6, MApplication of the principles of lexical coding to telephonic com-
miniostion may help greatly in solving the problem of meximum closeness of
compression.

52. SOME PROBLEMS IN MACHINE TRANSLATION FROM
JAPARESE INTO RUSEIAN

M. B. Yefimov (Moscow)

The purpose of this communication is to set forth some princéiples
involved in analyzing Japanese sentences for machine translation, the
principles being characteristic of the Japsnese language alone.

Ao The primary problem with which we have to desl in analyzing a
Jepanese sentence is its division inmto geparate words. This is typical
chiefly of languages with an ideographic form of script (Japanese, Chinese,
eto.). The fact is that words are not separated in e written Jepanese
text and, consequently, identification of their role in a sentence is quite
difficult, '

‘We shall try to show in this report how we made the division in our
worke.

Yo began with the fact that the Japansse soript uses the signs of a
syllabary (kana) along with ideograms.

Thus, the division of a Japanese sentence into separate words breaks
down into 3 main steps:

(1) Analysis of portions of sentences containing both ideograms
and syllebary.

(2) Analysis of ideographic part.
(3) Analysis of syllabary part.

This operation is closely linked to the operation of the existing
Japanese glossary and is, so to speak, one of its parts.

B, Breaking down a sentence into its individual clauses is no less
important a problem in Japano-Russian translation and has both practical
and theoretical interest.
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In this work we are relying chiefly on the rigid structure of the
Japenese sentence in which either a verb or a predicate adjective always
stands at the end. This enables us infallibly to determine the end of the
sentence,

The beginning of the sentence is determined by searching for the
subject. .

Thus, the'entire operation consists of two steps:
1? Dgtg:mingtiqp of the end of the.aentqnce, and _
2. Determination of the beginning of the sentence.,

C. As is true of all languages, the verb constitutes the greatest
difficulty in transleting from Japanese into Russian,

The strongly developed affixation that is characteristic of Japanese
is most clearly marked in the verb.

This determined the cyclical nature of our operation.

We used the fundamental rules of traditional grammar for the analysis
of verb endings, relying mainly on the five stems of the Japanese verb. | -~

We have been successful in establishing the necessary grammatical
and syntactio criterie for all verbs,

53. WORK ON THE RUSSO-ENGLISH ALGORITHM OF
INE T N

L. N. Zasorina (leningrad)

l. Limitation of problems and scope of work. Choice of mathematical
toxt as being most limited in stylistic peculiarities.,

Determination of set of programs for Russo-English algorithm. Ex-
clusion of program of differentiating homonyms due to synthetic structure
of Russian. Simultaneous work on glossary and morphology program.

2+ Combined investigation of short text. Compilation of glossary in
which the grammatical form and syntactic relations of the words are
registered. Recording of statistical data.

3. Investigation of individual parts of speech, division of words into
classes, and preliminary detection of homonymy between the parts of speech,
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4, Verb and grammatical information derived from personal forms and
nominal forms. Homonomy of participles and adjectives distinguished by
taking into account suffixes of full and short forms of participles.
1ack of formal--graphic separation of auxiliary and modal verbs from the
verb class.

Adjective class comprising adjectives, adverbs in =0, -e, =ski,
ordinal numerals, words in the status category. Arrangement in non=-
spocified subclasses, The substantive class including nouns, sub-
stantivized words and cardinal numerals (other than odin /one/, dva [owo/,
tri Ehre_e] s chetyre Zfouz? ) is distinguished by the abundance of homonymic
case formss intra class homonomy and interclass homonomy., Separation of
non-specified subclasses. Triliteral word class, Clazs of invariable words
is characterized by negative separability in the text.

4, Advisability of introducing stem-stripping program. Planning of
groups of commands for the individual classes. Many-sided investigation
of homonymic coincidences of separable affixes.

5o Problems comnected with differentieting grammatical data derived
from homonymic effixes. Tables of separable, restrictive lists of letters
that precede the separable affixes. Successive separation of affixes from
stem (endingsand form-constructing suffixes) and storage of grammatical
information derived.

Table for verifying matohing of preliminary information obtained
from affixes and stem glossary.

: Mothod of multistage depositing of grammatical information derived
from the glossary and stem~stripping program.

Attempt at dividing grammatical data into two non-crossing fields
to reduce the number of tests of possible grammatical forms.

6. Compilation of stem glossary. Determination of general size
and limits of glossary. "Lexical article" plan, taking into account
input and output information and list of possible forms.

Obtaining pseudostems,

Problems in contracting the glossary by separating word=building
suffixes and prefixes.

7. General routine for processing words: stem-stripping program,

stem glossary, morphology program. Obtaining input information for
the syntactic program.

-653
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§4. WORK ON A HINDUSTANI (HINDI) - RUSSIAN ALGORITHM
OF MACHLNE TRANSLATION

T. Yoo Katenina (Leningrad)

l, The development of a Hindi-Russian algorithm is very important
for similer work in the field of Indian lenguages--both Indo-Aryen and
Dravidian, The structure of Hindustani is in the main analytical, al-
though the traces of ancient inflection and agglutinative elements--a new
synthesig--play a definite role., The scientific style of Hindi prose is
characterigzed by a more or leas definite word order close to that of the
Dravidian languages. Numerous phrases containing non-conjugated verb
forms, equivalent to subordinate clauses, constitute the main difficulty
for machine translation., Scientific texts are characterized by an abun-
dance of Sanskritisms which are frequently translated loan words of in-

~ternational (Buropean) terms.

2, Hindi writing, phonetic for the most part, is therefore espacially
convenient for an electric reading device. To record texts we worked out
& mechanisal transcription based on the Russian alphabet without complicated
signs and diacritics. In addition statistics justified our combining
several Hindustani sounds,

8. The set of programs for machine translation is as follows: -
(1) glossary of stems (2) morphology program (3) postposition program (4)
syntactic program (5) program for differentiating homonyms (6) list of
idioms (7) a translation program of compound words may be required for
some kinds of scientific texts,

4, In order to avoid superfluous information we adopted the following
hypothesis for the syntactic analysis of a simple sentences (1) the firat
‘noun substantive in a direct or active case is the subject (2) the verd
in the last place in the sentence is the predicate (3) if the verb is not
& copula, the noun substantive in the next-to-last place in the sentence
with the postposition ko or in the direct sase (not the subject) is the
direct object. — -

We have determined the necessary minimum of morphological information--
but which requires statistical confirmetion in individual-cases-~to bes
(1) for the noun substantive--number case (direct, active, indirect), (2)
for nominal adjective--number (may be important to determipe the nuber of
noun substantives with zero ending of direct case plural number), (3) for
the verb -- tense, moods number (to determine the mumber of the sems noun
substantives); voice & check of the text showed that the overwhelming
ma jority of simple sentences as well as the constituent parts of complex
sentences may be snalyzed in accordance with these rules,
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6. Among the basic problems requiring a solution for subsequent
work in constructing a Hindustani-Russian algorithm ares (1) elucidation
of rules for analyzing complex sentences and equivalent phrases with non-
conjugated verb forms, (2) clarification on a statistical basis of the
need to design a program analyzing compound words that would be compulsory
for all kinds of textas.

K. V. Komissarova (Gorki)

The translation rules and glossary have been worked out with regard
for the characteristics of English texts dealing with radio engineering.

The translation process is divided into 2 mein parts: analysis of
English sentences and synthesis of Russian sentences.

Analysis of an English text is based on a syntactic analysis of the
sentence. The grammatical function of a word is determined by morphological
and syntactic analysis according to rules grouped by the parts of speech,

The glossary contains more than 500 words in general use and specialized
technical terms. .

56, AUTOMATIZATION QF TRANSIATION PROGRAMMING

0o S. Kulagina (Moscow)

1, Long, tedious process of constructing translation programs causes
need to automatize programming. Requirements of translation programs and
impossibility of using existing programming programs. Formulation of
problem of automstizing tranalation programming.

2, Breakdown of translation algorithms into operators, Types of
operators and functions of each. Parameters of operators.

3, Preparation of translation algorithm for translation: recording
of algorithm in the form of sequence of simple rules, transition from this
recording to operator, automatic sonstruction of translation program ac-
cording to opsrator recording of algorithm by means of compiling program,

4, Compiling program, its structure. Soms features of structure of
programs obteined by the method described.
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57, A FRENCH-RUSSIAN TRANSLATION ALGORITHM

0. S. Eulagina (Mosoow)

(1) Formulation of problem: tramslation of mathematical texts. De-
mends for quality in translation, cases requiring editing.

(2) Structure of glosaary for machine translatioeyfoatureao Glossary
information and purpose., Glossary of phrases.

(3) Principles in oonstructing translation algorithm. Structure of
algorithm and order of operation. Word look-up in glossary., Treatment
of phrases. Differentiation of homonyms and analysis of polysemants, order
of operation of rules for differentiating homonyms. Analysis of French
senbence, problems. Sequence of handling pearts of speech during analysis.
Character of informetion obtained through analysis. Change of word order
in translation, Synthesis of Russian sentence; order of operation of
gynthesizing rules and how they differ from analyzing rules.

(4) Bupplementing and correcting algorithm on the basis of experimental
translations (greater precision in rules for differentiating homonyms ,
change in handling of adjectives, separation of morphologlcal from syntactic
analysis).

58, DETERMINATION OF SYNTACTIC CONNECTIONS FOR FORMULAS
— T KUSSTAN VATHESATICAL TEXTE

M, ¥, langleben (Moscow)

1. We call "formulas® all text elements mot found in a mechanical
glossary in processing a text (surnams, mathematisal formulas, foreign
references, nsologisms, etc.). *Formulas®, like words to be translated,
require the ascertaining of syntactic connections in the text to be
analyzed, i.e., the identification of formulas that form part of one of
the previously given syntagmas.

2, The analysis of a "formula™ is broken down into 2 partass

(A) testing the formula proper for the presence of any word-
changing suffixes, the sequence of tests being determined by
fregquesncy of the cases,

(B) analysis of its enviromment (words and punctuation marks).
This begins only after all the ®formulas™ contained in the
given segment of text have passed through part A.

8, The following order of ascertaining the possible syntactic
comnsctions for "formulas™ is advisable in that it eliminates the possi=
bility of establishing false syntagmas:

= 68 o
Approved For Release 2000/08/24 : CIA-RDP68-00069A000100200007-9



4

Approved For Releasagp00/08/24 : CIA-RDP68-00069A000100200007-9

(a) the formula acts as an adjeotive for a substantive standing

‘on the right;

(o) the formula is a name with a substantive standing on the left;
(¢) the formula forms part of a prepositional phrase;

(d) the formula forms part of a syntagma with an adjective requiring
the dative oase (RAVNYI/equal/, KRATNYI /mmltiple/);

(e) the formule forms part of a syntegma with an adjective in the
comparative degree replacing a substantive in the genitive case;

(£) the formula replaces a governing substantive in an "ad jeotive +
substantive™ syntagme.;

(g) the formula acts as & predicative combination.

These last are used to check various syntagmas with a verb; the function
of a formula with a verb is chiefly determined by its poasition on the right
or left of the formula, not by the form of the verd,

4, 8Since the analysis of "formulas™ is a basic part of the routine
developed for the language as a whols, it will be performed piecemeal at
various stages of the total analysis,

69, ELIMINATION OF MORPHOLOGICAL AND SYNTACTIC
“HOMOYOMY IN ANALYZING ENCLISH TEXTS

M. M. Langleben and Ye. V. Paducheva (Moscow)

1, Those words in a dictionary of stems that cannot be identified as
a fixed part of speech, i.e. "attempt™ (verb, noun), "cool" (adjective,
verb), and "further®™ (adverb, adjeotive), etc., are handled as followss

If a word can be a noun and a verb or an adjective and a verb, it is
inserted in a dictionary of substantives or verbs, respectively. Those
word-changing suffixes that can readily identify ome part of speech to
which a word belongs (-ed, ~ing, but not =8) are listed in a table of word-

‘building suffixes, i.e, if word hes one of these endings, the part of

speech will be revealed after morphological analysis, However, homonymio
stems do not require any changes in the analysis routine provided for the
other words., (This method is based on a suggestion by A. I. Smirnitskii
who defined conversion as word building by means of paradigms).

2, If the part of speech camnnot be readily determined by morphological
enalysis of (zero ending in word stems) "They attempt”, "fhe attempt",
homonymic ending--"he attempts", "fhe attempis--or the parts of speech which
heve no word-changing forms are homunymic--"further" (adjective, adverb)--
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the word is assigned several syntactic functions corresponding to the
possibilities of the word to enter a syntagma as e substantive, verb, etc.
The possible functions are examined in a definite order and a syntagma is
established for the given word, depending on whether certain words are
pregent in the sentence; thereafter all the remaining functions listed are
dropped out except that for which the syntagme was found.

8, Similarly, homonomy in =ing forms, -ed forms, etc. is eliminated
by successive tests for the presenmce of certaln syntagmas in the sentence.

60. THE SUPERFLUOUSNESS OF RUSSIAN ADJECTIVE INFLECTION

N. N. Lsont’yeva and G. N. Vavilova (Moscow)

1, In machine translation from Russien the procedures for handling
the inflection of adjectives are quite cumbersome. The machine has to
perform a double tasks first, to investigate the inflection of the ad=
Jective, then to search for the substantive with which the adjective
agrees.

There is an easier way of relating an adjective to the substantive
with which it agrees, a way that ignores inflection in most cases.

2, When a Russian text is analyzed, it usually turns out that ad jective g
infleotion is superflucous as far as translation in concerned. It merely
indicates the agreement of the given adjective with a certain substantive.

3. An adjective may be related to the substantive with which it agrees
without analysis of its inflection by using the adjective’s position in the
sentence,

An adjective - attributive most frequently occupies with respect to
the substantive with which it agrees a definits position: it stands either
before this substantive or after it, following a comma.

Accordingly, it is possible to formulate two rough rules for relating
an adjective to its substantives

(a) Relate the adjective to the nearest substantive on the right;

(b) If there is no substantive on the right, relate the adjective
to a substantive that is followed by a comma.

4, However, relating an adjective to a subastantive in accordance with
these rules alons may turn out to be incorrect.

o 70 =
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Therefore, a number of individual tests must be performed before
finally deciding the problem of relating en adjectives is the adjective
part of the nominal constituent of the predicate, is it included in a for
mula, does it govern the following noun with or without a preposition
(VYZV?DEHNYI IZ FORMULY /deduced from the formula/, RAVNYI NULYU /equal to
Zoro °

5. After these checks the machine either relates the adjective to the
substantive without regerd to its inflection or, if it camnot dispense with
it, . analyzes the inflection of the adjective.

€. An enalysis of mathematical texts shows that without investigation
of inflection it is possible to relate more than 85% of all edjectives to
the appropriate substentives, The remaining 10-15% of the adjectives re-
quires an analysis of the inflections.

7. 1In calculating the number of adjectives we excluded short ad-
Jeotives, the relative KOTORYI Z§h1q§7g cases where the adjective is part
of a formula, ceses of ellipsis (the adjective is present, but not the
noun with which it agrees, e.g. OTLICHAYETSYA OT RASSMDTRENNYKH B ETOM
PARAGRAFE /Tt differs from the (things) considered in this paragraph/,

8. The practicability of a method to ascertain the possibility of
ignoring adjective inflection has still not been proved. This will re-
quire further work on texts as well as more experience with machine
trenslation, taking cogniyzance of technical difficulties.

Nevertheless, the suggested routine for relating an adjective to its
substentive by position oriteria will retain its value, even if the
necessity for investigating the inflections of all adjectives is demon-
strated, since inflection is merely ome of the factors that control the
correct relating of an adjective to its substantive by position criteria.

61, AN ALGORITHM OF MACHINE TRANSLATION FROM
H 0 RU

T. N. Moloshnaya (Moscow)

I, (1) Different possibilities for formalizing linguistic date inm
different languages,

(2) Advantages of & structural-syntactic analysis of English.

II. (1) Classification of English and Russian words according to
formal ocriteria.

(2) Grammatical sonfigurations constructed from isolated
classes of words,

IITI. Analysis of English sentence structure according to grammatical

confipurations. 71
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(1) Replacement of grammatical configuration by its chief member .

(2) Bequence of ascertaining grammatical configurations in the sentence
to be analyzed.

IV. BSynthesis of Russian sentence structure according to grammatical
configurations.

(1) Substitution of the English grammatical configuration used by the
corresponding Russian configuration.

(2) Morphological formation of Russian sentence structure.
(3) Defimition of grammatical forms of words in the Rusasisn sentence.

V. Elimination of lexico-grammatiocal homonomy in the English sentence
on the basis of's

(1) morphological data,
(2) syntactic data
VI. Tests of machine analysis of English sentence structure.

62, A DEVICE FOR THE READING OF ORDINARY
R Y

R. 8. Muratov (Sverdlovsk)

1, Conversion of the graphic form of letters in a printed text into
electrical signals is achieved by breaking down the group of photoseneitive
slements as they move along the line of text.

2. Bleotrical impulses generated when photosensitive elements are
blacked out switch on electronic relays which, in turn, switch on a tactile
or thonic signelling instrument.

3. The form of the signals (of successive formation of elementary
signals corresponding to each zone of disintegration) expresses the graphio
peculiarities of the letters and other marks in the text.

4. Correct reading of the signals refjuires preliminary instruotion
by a reader.
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63, ANALYSIS OF PUNCTUATION MARKS DURING MACHINE
TRANSLATION FROM RUSS

T. N. Nikolayeva (Moscow)

1, The purpose of this opafation is to obtain the distinguishing
features of punctuation marks during machine translation. '

2, 1In trenslation from Russian each word in the sentence mst receives
definite morphological and syntactic signs. The required signs are obtained
in different ways for each part of speech. In particular, in order to
“determine the case and number of substantives it is necessgary to know the
correlative position of the parta of speech within the limits of the olosed
sentenoa‘ZZkMKNUTOVO PREDIOZHENIYA/. However, most Russian sentences ere
complicated by parenthetical and Bet-off Zsleo by eommas—OBOSOBLENng7
constructions, subordinate clauses, etc. »

Hence, to obtain the precise grammatical signs it is necessary to break
down a complex sentence into simpler components, dividing the main clause
from the subordinate clauses and separating the set-off and parenthetical
phreases,

Thus, the final goal of the analysis of punctuation marks is tos

(a) separate simple clauses from the body of the complex sentence,
“to £ind the boundaries of the simple clause within the sentence;

(b) separate similar members of the clause;

(6) help the subsequent elucidation of interrelations between
“the individual parts of the punctuated complex sentence;

(d) determine a group of similar members.

20'13127 The analysis is made within a 8ingle complex sentence.,
Accordingly, "simple™ and ®multipurpose® punctuation marks are dis.
tinguished. The simple ones (period, exclamation point, question mark,
and dots) serve as the boundaries of a complex sentence,

Multipurpose marks (0omma9 dash, and colon) unite simple clauses into
& complex clause, introducs subordinate clauses, and separate parenthetiocal
and set-off constructions,

We are devoting the bulk of our attention to the mulfipurpose marks,
In a clause they may serve, according to Profs A. B. Shepiro‘'s terminology,
to "divide™ or to Mseparate™., We are also peying special attention to the
problem of distinguishing between single and non-single punctuation marks
(e.g. those used at the end of a set-off phrase and the beginning of a
subordinate clause etc.).

o 75 [
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3., As a result of the analysig, all the multipurpose punctuation
marks receive one of the following signss

(1) parenthetical (i.e. separating parenthetical words end phrases);

(2) setting off (separating participial and verbal-adverb phrases
as well as set-off attributives and eppositives);

(3) similar-simple (dividing similar members of a sentence);
(4) similar-complex (demarcating the parts of a compound sentence);
(5) dissimiler (i.e. introducing a subordinate clause).

4, Seoparation of the simple clauses occurs within the limits of the
complex whole according to our data. '

The entire procesa of analyzing punctuation marks can be divided into
3 stages:s

(1) Separation of the purely parenthetical sonstructions takes
place in the analysis gloszsary where the words that may be
used parenthetically or that are a basic part of a parenthet-
ical phrase undergo special anslysis, after which the punc-
tuation marks that separate them receive an appropriate in- -
formetion sign.,

(2) Processing of punctuation marks by the "Punctuation Marks"
routine, where the basic analysis of all the punctuation
merks - takes place,

(3) Breakdown of the sentence into its constituent parts--
separation of parentheticsl end set-off constructions,
dividing of simple clauses, etc, Here the occurrence of a
"non-single®™ mark is extremely important. This routine also
provides for insertion of a sentence-demarcating punctuation
mark where necessary.

B, The "Analysis of Punctuation Marks™ routine consists of several
parts, each of which corresponds roughly to a given punctuation mark.

Within each part several checks are made on & number of individual
factors that determine the function of the mmltipurpose punctuation marks.

These factors include the presence of verbs with the sign"IF® (LICHNAYA
FORM&).ZEérBonal fogé7bn both sides of a given mark (or on one side of it),
the presence of verbs with the sign "NELICHNAYA FORMA® Z;bnupersonal form/,
the place of a substantive with the sign FS (®FORMA SLOVARNAYA") /dictionary
fo in respect to the given mark, the separation of words belonging to &
given lexical group, etc.

-~
- T4 -
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6. As a result of our investigation, all the punctuation marks are
provided with the requisite distinguishing features and the analysis is
performed accordingly within the separated simple units. -

Ye. V. Paducheva (Moscow)

1. The following problems must be solved in connection with the
synteotic analysis of complex sentences and clauses with similar memberss

(a) To distinguish between a syntagma with similar members and
clause coordination (the diffioculties in solving this problem
are explained by the fact that most of the co-ordinating con-
Junctions (L, ILL, Ng) [a.-nd, or, bu§7 may connect both similar
members of clauses and entire clauses and therefore they can-
not serve as a trustworthy sign either of clause boundary or
of syntagma with co-ordinating connective /SOCHINITEL'NOI
SVAZ @7??

(b) To separate words interlinked by a co-ordinating connective,
having divided them from the words governed by them.

2. For this purpose we propose the following method of analyzing sen-
tenoces with co-ordinating conjunctions (only 2-member combinatione are cone
sidered for the time being)s The sentence is out up into "chunks™, the
limits of which are co~ordinating conjunctions, and the syntactic analysis
is performed within the chunks; if after completion of syntactic analysis
within the chunk no words remain without a governcy, it means that the cone
Junotion connects two clauses; if, however, such words remain, it means that
the sentence contains similar members. Words lacking & governor are, for
the most part, members of a co~ordinating syntagma.

3. When words are combined into 8 coordinating syntagma, the oconcept
of "saméness of form" ﬁAVNOOFORlﬂENNOSTg is used, "Sameness of form"
is the coincldence of several of their morphological and syntactic signs.
The same form is sought beyond the chunk for a word that lacks a governor
within the chunk and a coordinating syntagmas is thereby established.
(Thie must be refined somswhat due to the possible absence of agreement
in number for words with the chunk, etc.). '

‘ ’74 This method of analysis is feasible for Russian because a word
normally contains all the information regarding the possible syntactic
connections for it ( with some exceptions,--compare, e.g., the hom-
onomy of cases, whicn may make the syntactic function of & word in the
chunk inldefinite), This method is impracticable in English (e.g. the
syntaotic functions of a substantive are determined wholly by its position

= 76 =
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after a transitive verb, before another substantive, etc.; therefore,
superfluous "subjects" would appear after the divieion into chunks is made.

However, some of the difficulties mentioned for Russian disappear in
Bnglish during the analysis of a sentence with co-ordinating conjunctions
due to the rigid word order and preferential position of the govermed word
after the governor. English syntagmas with co-ordinating connectives are
determined at the same time as the others during the course of syntactic
analysis, '

6o BSome methods of fixing the boundaries of a simple clause inside
& ocomplex clause are indicated.

86, MACHINE TRANSLATION OF COMPOUND NOUNS FROM
T CERNAY INTO RUSSIAN

V. V. Parshin (Mosoow)

1. The extensive use of compoundsin German, particularly in scientific
and technical literature, has made it necessary to work out universal rules
for their translation.

Formuletion of such rules makes possible a significant reduction in
the size of the dictionary and the translation of compounds, provided that
the components are knowi.

Universal riles for the translation of compounds are deduced from a
structural-semantic analysis of the constituent words. Determination of
semantic cormections between them ensures an adequate translation.

The author’s investigations do not pretend to be a complete and
finel solution to the problem of translating compounds. They are merely
en initial, empirical attempt at working out the basic principles and
methods that would permit of e more or less successful translation at the
first stage.

2. The existence of thé following types of conmectionz between the
stems of compounds has been demonstrated by an analysis of concrete
linguistic material (individual original works on mathematics and a
German-Russian polytechnical dictiomary)s

1. Relation of the sum to the constituents,
2. Relation of a part to the whole,
3., Object or subject of an action to the action,

4, Object of the bearer of a quality to the quality,
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5. Object of & determiner to the thing determined.

‘Trenslation of the first oomponent of compound words, the internal
connestions of whose components reélate to the first four types, is
effected by producing & Russian equivalent in the genitive case.

If the last type of comnection is present, the first component is
translated in two wayss by & adjective and the production of a Russian
equivalent in the genitive case.

Polysemia causes & certain type of connection for each meaning of the
word. Therefore, a semantic analysis of the components is necessary to
differentiate the types of relations between the congstituent elements.

Differentiating the relations of & pert to the whole and the relation
of a dgterminer to the thing determined is the most difficult of all,

3. A special case is the translation of compounds consisting of three
components. It is important here to establish the co-subordination of
determining stems to the determined stem, which is done by subjecting them
‘to anelysis in pairs.

Three-component words are translated in accordance with the rules for
translating two-stem words.

4, Compounds of the input text are broken down into constituent
stems by the superposition of stems included in the dietionar?)taking
into account cormecting consonants and rejected endings.

5. The principles and methods of translating German compounds
into Russian, as set forth above, can serve as the basis for a definitive,
detailed solution of one of the most complicated lexicographical problems
in Germen. '

66, PROPER NOUNS IN MACHINE TRANSIATION

Ao Vo Superanskaya (Moscow)
1, Proper nouns are unavoidably present in every scientific test.
2. In the present state of development the machine translates a
text, but leaves proper nouns Just the way they are, printing them in
Iatin letters.
" 3. Since the number of proper nouns increases as one proceeds from

selective to continuous translation, the question of the desirability of
automatizing the process of transcribing proper nouns arises,

= T7 -
Approved For Release 2000/08/24 : CIA-RDP68-00069A000100200007-9



Approved For Relead®000/08/24 : CIA-RDP68-00069A00010@%0007-9

4, Proper nouns ars not always written, read, and pronounced in
all languages in accordance with the rules for common nouns.

6. Proper nouns are internationsl. The same nouns are encountered
among peoples of different nationality. People move from country to
country and publish their papers in different countries in different
languages. That is the reasom for the difficulty in determining the
nationality of a noun and, accordingly, the rules by which it should be
“transcribed. /

8o There ia much inconsiztency in the current transoription of
nouns., The need to unify the transcription and eliminate the lack of
uniformity is long overdue. '

7. Due to the limitless memory potentialities of the machine and the
difficulty of mechanical analytical transcription, it is more efffcienmt
to store proper nouns as a whole in the machine's memory. Consequently,
if it encountered such & noun in a text, the machine would locate it in
‘the glossary and deliver the answer (simple or in several variants,de-
pending on the linguistic origin of the noun snd on existing tra.d:{abion‘s)o
This would help to make transcription uniforms; and it could be accompanied
by a printed glossary to match,

67. WORK ON A BURMESE-RUSSIAN ALGORITHM OF
CHINE TRANSIATION

0. A. Timofeyeva (Leningrad)

1, The syllabic nature of Burmese writing requires the elaboration
of a aspecial program by which an electrical roading device can handle a
Burmese text.

’ 2, We are compelled to restrict the algorithm to the literary form
of Burmese speech owing to the sharp divergences between the written and
contsmpomry gpoken langueges.

8o A highly developed word-building root skruoture that orosses
with a form-building root structure makez it necessary to have a special
word-building program, -he purpose of which is to separate lexical from
morphological phenomeia., ’

4. The development of agglutination and the rudiments of internal
inflection require the construction of a complicated morphological pro=-
gram for handling the abundant and varied grammatical information come
tained in the Burmsse word,

5. The absence of a rigid order for nominal members of the Burmese
sentence complicates the syntaoctic program, which cannot be effected
without the preliminary operation of the morphological program,
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68, WORK ON AN IC-RUSSIAN ALGORITHM OF
‘—‘_—A'B_A’g—‘“‘imcnm RANSIATION

0. B, Frolovae (leningrad)

I. Items from newspapers are used eas texts in machine translation from
Arabic to Russian,

II. The main principles in working on an Arabic-Russian algorithm of
mechine translation, as contrasted with those of traditional grammar,
are as followsg

(a) Only the written form of the language with the infixes consonants
and long vowels is considered, whereas all the existing grammars teks into
account the short vowels, which are not normally noted in writing. For
Arabic two algorithms, differing im prinociple, are necessarys one for the
spoken language, the other for the written; the two variants are not re-
ducible to each other,

(b) The traditional dictionary arranged by roots is replaced by a
dictionery arranged by stems,

(0) For convenience in transliterating Arabic letters into Russian
letters, the latter are used with no additional signs of any kind.

III. The programs meking up the algorithm are as followss (1) stem~
stripping (2) address (3) morphological (4) syntactic (5) dictionary of
stems (6) table of prepositions (7) glossary of idioms and phrases (8)
program for distinguishing homonyms.

IV. Work on the stem-stripping programs

(a) Initial variations of this program provided for cutting off the
stems, profixes, and suffixes; the glossary increased considerably, how=
ever, due to pseudostems.,

(b) An important factor in simplifying this program was the idea of
e reject ZﬁTK&ZNQ§7 glossary which was later developed into the idea of an
address - "~ used in other algorithms toco.

(¢) The stem-stripping program includes the following ruless

(1) Out of the 28 letters of the Arabic alphabet 10 letters may
be joined as non-radicals to the beginning of a words; these
are certain conjunctions and prepositions, the definite
article, and verbal prefixes.

- 79 =
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(2) In the ¢ase of words that do mot contein initial non=radical
letters, it is necessary to refer at once to the address;
endings and suffixes are automatically stripped upon com-
pering the words with the stems found in the address.

(3) Some of these initial non-radical letters, which when cut
off reveal an insignificant number of pseudostems, are first
transferrad to the end of the words and converted into suf=
fixes Aheet are kept apart; the words are then sought in the
addreas.

(4) Words with remaining initial non-radical letters, which if
cut off would result in a large number of pseudostems, aré
first checked in the addrass; if they are not found there,
the non-radicals are transferred to the end of the words,
and the words ere again looksd up in the address. Checking
Por their presence in the address is not equivalent to ex-
tracting from the address all the information relating to
the stem.

69, EXPERIMENTAL TRANSIATIONS FROM FRENCH INTO RUSSIAN

Go Vo Chekova (Moscow)
Devising of algorithms for transiation from French to Ruasian.

Sequence of operations for translatiom programs. Changes in programs
and coding of glossary on the basis of experimental translations produced
by the machine. '

Utilization of gsoales in translation programs,

Programming characteristics; ssope of programs and glossarys operations
utilized in trenslation programs; numerical characteristics of translation
programs,

Basic demands made of a special translation machine.

Examples of translations produced by the STREIA machine in 1957-1968.
70. ESTABLISHMENT

REPO

OF BYNTACTIC CUES FOR

I. No Shelimova (Moscow)

1. The object in making & syntactic analysis of prepositional phrases
consisting of either a preposition and substantive standing to the right of
it or a preposition and pronoun immediately adjacent to it on the right is
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to include these prepositional phrase in syntagmas, It is nscessary,
therefore, to find & word in the sentence with which the prepositional

phrase forms a syntagma,

2, There are no complications in drawing up the rules for the
formal analysis of prepositional phrases if a word that belongs to a
class of words capable of forming a syntagma with the prepositional
phrase is found immsdiately to the left of the prepogitional phrase. The
only exception is & case where a noun stande next to the prepositional
phrase. Thus, if there is any werbal form - infinitive, participle (short
or full), verbal adverb, or adjective (full or short) - or special group
of invariabls words on the left of the prepositional phrase; the prepo-
sitional phrase forms & syntagma with this particular word,

o If on the left of the prepositional phrase is & word that belongs
to a clase of words with which the prepositional phrase does not generally
form a syntagma (pronouns, adverbs, particles, conjunctions) or the prep-
ositional phrase stands at the very beginning of the sentence, then the
word with which the prepositional phrase forms a syntagma must be searched
for in the following orders

(a) Search to the left for the next word with which the prepo-
sitional phrase may become & syntagma, excluding a noun, i.e. search for
any form of verb, adjective or epecial kind of inveriable word. A prep=
oaitional phrase may unite fn 2 syntagma with several of the classes of
words listed after it fulfills a seriss of conditiona.

(b) Search to the right for the next word belonging to the class
of verbs (except the full participle and verbal adverb) or a word from
the special group of invariable werds or a short adjective. Actually while
searching for a word on the right, with which the prepositional phrase may

form a syntagma, we are looking for a word in the predicate of the sentence.

4. If a prepositional phrase stands next to a noun (immediately to
the left of the noun), the rule for establishing the syntagma constituted
by this phrase is not general for prepositional phrases with different
‘prepositions.

5. Therefore, any of the following may be significant in determining
the rules for analyzing prepositional phrases with a number of prepositions:

(a) The lexical composition of the prepositional phrase itself;

(b) Does the prepositionmal phrase have on its left a noun which
by virtue of its syntactic or lexical properties is such that its connection
with the prepositional phrase must be regarded as certain?

(¢) Does the sentencs have any verbal form that By virtue of
syntactic or lexical properties must be regarded as necessarily comnected
with a given prepositional phrase?
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8. The structure of the sentence is particularly importent in
establishing the rules of syntactic analysis for prepositional phrases
with several other prepositions (e.g. ¥ gy'with the prepositional case
and dlye Z?br )o In order to determins the regular syntactic cues for the
prepositional phrases mentionsd, it is necessary in certain cases to
know if the prepositional phrage stands befors or after the predicate or
which syntagma contains the noun that is followed by the prepositional
phrase. Sometimes it is important to lmow whether or not this noun in
turn forms & prepositional phrase with certain prepositions (eogo
¥ rezul'tate Zgh & result qﬁ?s oils Z;ftqg7o etc.) because in such a
cass a prepositional phrase wit§ EIZE or v cannot be related to this
nouX.

71. CORRE

LATION BETWEEN 3RD PERSON PERSONAL PRONOUNS

AND THE

Ao Lo Shumilina (Moscow)

1, In machine translation the 3rd person personal pronouns of one
language cannot be mechsnisally substituted for the corresponding pro-
houns of another lenguage s=ince gendsr is not an inherent sign of every
pronoun, but depends on the gender of the corresponding noun, which is
accldental as far as they are consernmed and specific for the different
languages . '
) -
2, The following formal data must be obtained first if the correlation
betwesn a pronoun and the corresponding substantive is to be establisheds

(a) The boundaries of the clauses (no cognizance is taken of the
differences between the boundaries of clausesz within sentences and sentence
boundaries)s

(b) The grammatical properties of the substentives end 3rd
person personsl pronouns (gender, number, case)s

(¢) The syntactic relations and specific syntactic functions
-of the substantivesg

(d) The order of substantives in the clauses

(¢) Certain seguences of syntactically related words (6.g. ©%=
panded attributes).

3. A substantive for which a given pronoun is used must “correspond
grammatically® to this pronoun. By grammatical correspondence we mean the
correspondence betwsen substantive and pronoun in number (correspondence
in nugber will in several cases differ from the conventional) and gender (in
the singular).

- 82 =
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4, The way to détermine the correspomnding ("unknown") substentive
is, for the most part, as followss

The search for the grammatically corresponding word is mede only to
the left of the given promoun (omitting the previously determined elements
in the clause).

A. Within a zero (1)s1ause [ (1)Clauses subject to analysis are
numbereds zero (U) = & clause within which the given pronoun is found,
first (1) = next clause to the left of the zero, second (2) = next clause
to the left of the first, etc./

(a) For pronouns in the nominative case, the only possible un-
¥nown substantive may be one with a sign of the "grammatical subject™
(this concept ie defined beforehand).

(b) For pronouns in other than the nominative case, the unlmown
word is the substantive that is closest to the given pronoun, but with
cértain restrictions (e.g. the unknown substantive must not form a single
word combination with the given promoun, nor must it bé the middle word or
word on the extreme right in a chain of genitive cases, if the word on the
extreme left satisfies the sign of “grammatical correspondence™, etc.)

B. Within the first, second...nth clause (The analysis is made
successively Within the 18t 2nd...nth clause until the word that satisfies
our requirements is found). ,

For pronouns both in the nominative and in other cases, a word with
& sign of the “grammatical subject™ is considered first; in the event
that there is no grammatical correspondence between the pronoun and the
"rrammatical subject™ found, we pase on to a word with a sign of the
"orammatical direct object™, then to the substantive that is closest to
the right boundary of the 1lst or nth clause (taking into account the
various restrictions already determined).

5, BSimilar work in the future may, with appropriate additions
(animatensss in nouns and other criteria), be significant from the point
of view of practical stylistiocs, i.e. it may create the possibility of
determining certain purely formal rules for using 3rd person personal
pronouns on the basis of the laws of the language itself,
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