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PREFACE

This book is the author's doctoral cissertetion, presented in Januarys

1947, before the academic council of the Volotov Enorgy Institute in loscowe

pespite the fact that many works devoted to poise immunity have appeared in

ince the writing of this disscrtation, rot all of

'

the time that has elapscd &

the topics considered in it have as yet appeared in printe Considering the

groat jnterost shown in theco matters, and also the number of rcferences made

to this work in the literaturo, the author has deemed it uppropriato to publish

e e

it, without introducing eny supplementary material. However, in preparing the

manuscript for publication, it was somewhat condcnsed, at the expense of material

of socondary jntorest. Morcover, Chapter 2, which conteins auxiliery methema—

tical materisl, has boen revised somcvhat, to make it easier reading, and some

poeem
ey

of the matorisl has boen rolegated to the appendices.

The author

TRANSLATOR'S PREFACE

s ag faithful as j& consistent with an English styls

SOK

This translation i

that is not overly turgide How tnis was achieved will be apparent to anyone

femilisr with the stylistic poc\xlia.rities of scientific Russian. 1 have

occasionally added footnotes where 1 thought the text nceded somo clarifice=

tion. Thece comments have been jndiosted by the word strapslator® in parentheses.

1 havs also corrected numerous typogrsp'nical errors &ppoaring in the mathomatical

expressions of the original text.

R SR DR B T S I L

Re Ae Se
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PART 1

AUXILIARY MATERIAL

CHAPTER 1

INTRODUCTION

1-1. Methods of combating poise

Ordinarily, a radio roceiver is acted upon not only by disturbances (signels) pro-
duced by the radio tramsmittor, but also by disturbances (noise) produced by a large
variety of sources. The noise combines with the signals sand corrupts them; in the case
of telegraphic reception this Joads to errors, and in the case of telephonic reception
to background noise, static, etc. Vhen the signals are too small compared to the noise,
recoption becomes impossible.

The following mothods of combating noise are used:

1. Deoreasing the strength of the noise by taking action egainst their sources.

2. Inoreasing the ratio of the strength of the signals to that of the noise by in-
oreasing the transmitter power and by using directional antennas.

3, Improving the receivers,

4, Changing the form of the signals while keoping their power fixeds (This is done

with the aim of facilitating the combating of noise in the receiver.)

Tho first two methodc are not considered in this book, which is devoted rather to

the last two methods, and has as its goal to examine whether it is possible to decrease
tho effect of noise by improving the receivors, given the existing Xinds of signals. In
particular, what can be achieved in combating noise by changing the form of the signals?

What form of the signals is optimum for this purpose?

Tt A g et TR HE RIS e S

1-2. Classification 9_1_‘_ noise

Vie can classify the mnoise which impedes radio reception into the following categories:

A. Sinusoidal noise consisting of omne or & finite number (usually small) of sinusoidal

oscillations., This category of noise includes interference from the parasitic radiation
of one or moro radio stations operating at frequencies noar that of the station being

received.

Declassified in Part - Sanitized Copy Approved for Release @ 50-Yr 2013/10/28 : CIA-RDP81-01043R002500140005-0



Declassified in Part - Sanitized Copy Approved for Release

@ 50-Yr 2013/10/28 : CIA-RDP81-O1043R00250140005-0

B. Impulse noisc consisting of separate impulses which follow onc another at such
large time intervels that the trensionts produced in the receivor by one impulse have
substontinlly died out by the time the next irpulse errives. This category of noisc
includes somc kirnds of etmospheric noise and noize from clectrical apparatuse

- - § PP .
C. Mormel fluctuation noise™ or, 85 it is somctimes called, smonthcd-out noise.

This also consists of scparate impulses,occur: ing et random time intervels, but the im-
pulses follow one anothcr fo rapidly that the trensients produced in tho receiver by the
individual impulces are supcrimposod in numbers lerge enough to werrant tho application
of the laws of large numbers of probability theory. This category of noise includes
vecuum tubo noise, moise due to the thermal motion of electronc jin circuits, and somo
kinds of atmospheric noise end noise from electrical apperatus. At vory high frequencies
this kind of noise is encountcred almost exclusivelye

D. Impulse noise of en intermedicte type, which occurs vhen the transients produced

in the receiver by the individual impulces are superimposed, tut nof. in numbers large
enough to warrant the application with sufficicnt accurecy of the laws of Jarpc numberse

This kind of noise is jntermedicto botwecn categories B and C.

DEsIeeTd 6.

Methods of studying the action of sirugoidal ené impulse noice on radio recoivers
are at present quite well develcped. The study of impulse noice of the intermediate
type, when the trensients produced by the jrdividurl impulses ere just boginning to be
superimposed, is much more difficult. lNorcover, in this cese, we need to know not. only

the shapes of the separato impulscs, but elso the probebility of superposition of impulses

R IR GO P € T TSR

+hich have various shapes, and which obey vericus tirme cistributions. In st cases we

do not have this jnformetion ebout the roise, end it seems to bc quilc difficult to obtain.

DAL oIS a4

For these reascns, and &lso because noise of category C is ofter cncountered, in what
follows we shall censicer only noise of this latter category; we shall often designate

normal fluctuation roise simply es noise.
—c

1-3. Messeges end signals

By & mcsskge we shall mcon thet which is tc be trensmitted. The messeges with which

1. The usc of tiLe woré "normal® alluaes to the fect that we céeel here with one of a
varicty of possibtle flvctuation proccrses.
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wo shall bo concerned cen be divided into threo categories.
A. Discrete messagese

B. Messages in the form of separste nurbers (parameters). which can take on auy

values in certein rangese

C. MYessages in the form of wave trains, which can assume & continvous infinity of

different wavcformse

The messages which &re transmitted in telegrephy belong to the category of discreto
nescages. In this case, they consist of discrete jetters, nunerals, and charactors,
which can take on & finite number of discrcte values. MNoroover, jn many instances, the
messages transnitted in remotc—control systems belong to this categorye

iIn the case of the trenspission of individual measurenents with the aid of tele—
metering, the messages consist of the values of certain paramoters (eeges tempereture,
pressure, etce) peasured at given time intcrvalse Those quantities usually take on
arbitrary velues lying within certain renges. Thus, ip this case WO camnot restrict
ourselves to a finite number of possible discretc messBgesSe Kessages of this Xind belong
to category Be

In the case of telephony, the mesgages are acoustical vibrations, or the electrical
vibretions teking plece in the microphone, which can take on an jnfinito number of differ—

ent forms. These messages belong to category Ce In television, the oscillations acting

on the transnitter can be taken as the message; this message also belongs to the last

categorye
vie shall assume that some variation in yoltage, produced by the operation of the
transmitter, acts upon the receiver input. Tie Lave called this varietion jin voltage &

signal. Clearly, there «ill be & signal corresponding to each possible transmitted

er b et 1 ekt AR EASEROITR 2

nessage. The receiver must use this voltege waveforn (i.e«, sigml) to reproduce the

nessage to which the signal correspondse

}-4. The contents o_f_this book
In this book we consider the spflvence of normal fluctuetion noise on the transeission

of nessegeses The probtlem rhich will concern us js the following: Te assuce that when the
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noise perturbation is not supcrimposed on the signal, then the receivor will reproduce the
trensmit.ted mossege exactly. If noise is added to the signal, then tho cum of two voltages
will act upon the receivor input, i.e., the signal volloge plus thc roise voltege. In this
cage, dopending on the sun voltage, the ruceiver will reproducc somc messnge or other,
which in a given instance may be different. fror the one that vins transmitted. Clearly,
each sum voltage which acts upon the receiver produces the particulor message which cor-
responds to it. This correspondence may be difforcnt for different receivers. Dopending
on this correspondence, & rcceivor will be more or less subjoct to the irnfluence of noise
for a given kind of transmission. vie shall find out what this correspondence ought to beo
for the message corruption to be the lenst possiblce The recceiver which has this optimum
correspondence will bo called ideal.

Noxt we shall determinc the message porturbation which results when noise is added to

the signals, and when the reception is with en ideal receiver; the messsge perturbation

N A T T T T P PP e e R Ny e N SO N

obteined in this wey will be the least possible under the given conditions, i.e., for real

recoivers under the semo conditions, the message perturbation cannot be less. The noise
ijmnunity charectorized by this least possible messoge porturbation will be called the

optinnm\noise ipmunitye. is noise immunity can be approached in rcal roceivers if the

receiver is close to being ideal, but it canno: be excecdeds By comparing tho optimm
noise immunity with the noise ipmunity conferred by real receivers, we can judge how close
the latter sre to perfection, ond how much the noise immunity can be increasecd by improving

them, i.e., to vhet extent it is advisable to work on further increasing the noise imnnity

T PR A e by A e

for a given means of com-unication. Knowledge of the optimum noise immunity makes it casy

to discover and reject methods of com-unication for which this noice immunity is low com~

s RS

pared with other methodc. This coa be done without reference 40 the mcthod of rcception,

sirce real receivers canrot achicve noiso immunity greater than the optimum. By comparing

the optimum noise immunity for different meens of commrnication, we can easily explein (es

will bo seen subsequently) the busic factors on vhich the immunity depends, and thoreby
jnerease the immunity by chenging the means of cormunication. 1in the book, those matters

are illustroted by a whole series of cxrmples  which have precticel interest. Towever,
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the examples consideroed are far from exhausting all possible casos in which one can apply
tho mothods of studying noise immunity devolopod heree

In tho book, 8ll questions are discussed in conncction with radio recoption, in the
intorest of graator clarity; howover, all that is said is dircctly applicable to other

fields, like, for oxamplo, cable communication, acoustical and hydroncoustical signaling,

STy T L PRI

etc, Yoreover, in the vook, all signal and noise disturbances Are considered to be oscil-
lations of voltago; however, nothing is changed if we consider instead oscillations of

current, acoustical prossure, or of any other quantity which charactorizos the disturbance

T ae e oy AT EISAM RS

acting on the roce ivere

This book does not consider certain irragular perturbations of thoe signals, which

T II

can strongly affect both tho operation of radio receivers and their noise immunitye

Exanples of such pertarbations Are rading, echo pheromoni, ote. Morcover, it should be

i rhe P R %

kept in mind that in this book the word noise is henceforth (for brevity) understood to

Py

rofer to normal fluctuation noiso; indood, this is tho only kind of noise which will be

considercde.

CHAPTER 2

LS4

AUKILIARY MATHEUATICAL AKTERIAL
2-1l. Soro definitious
T;e now introducs souo definitions which simplify the subscjuent analysis. We assumo
that all waveforms under consideration lie in the interval —T/2.+T/Z, vhich is obviously

always the case for sufficiently largo T»

The i-‘.‘~’.".’l$‘_1.‘l?. of a waveform A(t) over the snterval T is designatod by
:-'1‘/‘.1
(2-1) e T S At) at
-‘1‘/2

By the senlar product of tvio functinas &(t) end B(t), we understand tho mean valu3
sealar protlt

ST E P o AT T SR T A R

their product ovor the interval —T/2,+T/?.. Thus, the scaler product is
+T /2
—_—TN b
(2-2) AR - [ awsw e .

-T/Z
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it is clesar from tho definition that
— .
(2-3) A(®)B(5) = 3(x)A(t)
Furthermore
s T
(2-2) A [BG) + c(e)] = Ae)BlE) + A(t)C(t)
and

(2-5) [afx(t)]'[bn (£)] = @b m —B-(:b—; .

whero o and b &ro arbitrary constants. Thus, the scalar product of functions has tho sano
properties AS the scalar product of wvectors; instead of scalars we hevo constants, end
jnstead of voctors we have functionse.

We writo
2 1 T 2
(2-6) A°{E) = a(s)A(E) = F X A“(E) at .
~7 /z
1n what follows, «e shall often encounter the quantity
+T/2
(2-7) T AE(\;) = K Aa(t) dt .
/2

This quentity will be called the sEecific enorgy of the viavofornm A)e It equals tho

e

T

energy exponded in a resistance of 1 ohn acted upon by tho voltage A(t). The quantity

(2-8) IO

will be called the effectivo valuo of the viavoform Ar). A function with offective value
eliec s —
js said to be normalized.
1f two functions diffor only by & constant, they &re said to coincide in dirockion.
The normalized function which coincides in diroction with & givon function Alt) is
obviously

Al%)

()

(2-9)

vie shell say that the functions Al(t), Az(t),...,o\n(‘b) are (mutu:\lly) orthogonal, 1if
(2-10) Ai(tfﬁ‘}ts =0

for a1l 1 £i,R¢m, except when 1 =%

LI 20
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2-2. Re rescntation 9£ e function &5

a linear corbination _9_1; o

rthonormal functions

1f the system of functions

(2-11) Cl(t).cz(t).....cn(t)
saticfies the equations
—

(2-12) cB(t) = 1.

(2-13) Cy 1 I(“)’t =0,

where 1<k, 2%n and x7f, ve s

ay that it is o system of orthonormal funciions.

An cxample

of such a systen of functions is the system
1,(e) =1,

Il(t) =\ sin ET!{: .
1,(8) = VE cos LI
1,(6) = VE sin 2 LI
14(1:) = 2 cos 2 3;—(: .

essatsseeoccecesd

T T e e i SRy 2

A\ = s 2n
Izm_l(t) VZ sin m ot »

- 2w,
IZm(t) =2 cos m Tt
since for this system the relations
(2-15) Ii(t) -1,
are valide We shall s8y that a function At
of a system of functions
(2-16) Cl(t).cz(t),....cn(t)
if we camn write

(2-17)

Alt) = c, (t)
() %akx

vanishe.

whore some of the &, may

1f we assume that the functions (2~18) arc
groduct of both sides of Eqe.
Bs. (2-12) end (2-1%)
(2-18) m%‘yc’;f‘)’ =ag .

\ie call the coefficients 8y the ¢

(2-17) with Cg(t) and expending,

oordinates of the function L

Ik(t)ll(t) =0 (x¥1)

) cen be represcnted as 8 1jneer combipation

L e e et

orthonor=al, thon, taking the scalar

we obtain, with the use of

(t) in the system (2-16).
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Obviously, the function A(t) is completely cheracterized by the n coordinatcs al.....l »

if the system (2-16) is specifieds In particular, if we take as the system of ortho-

normsl functions the system (2-14), we obtain

(2-19) AlL) = ﬁ;) alll(t) .

where

TR P T LR

(2-20) ag = W .
The serics (2-19) is the familiar expansion of the function A(t) as a Fourier series in
the interval —T/2.+'1‘/2. According to /2-14), the amplitude of the cosine tern of fre-
quency m/T is V2 a, » and the smplitude of the corresponding cine term is 3 .,

If the oscillation A(t) is a signal, then we usually only consider a finite number

of terms of the sum (2—19), with indices f{rom Q to \-‘ , sey, since the components of the
1 2

signal are as a rule so small outside a certain frejuency range that thoy are masked by

noise or by the components of othor signals being trensmittod on neighboring frequencies.

In this'cau ,2
(2-21) A(t) = anh(t) .

Lot 8150ces8) be the coordinates of the function A(t) in the system (2-G) and let

i
i
t
I
}
A

L4 50:

TS SR

bl,...,bn be the coordinates of +ha function B(t) in tho samo system. Then
1 . n n
(2-22) A(t)B(E) = [% a,C, () J |§:1: bkck(t)] - % ab s

which follows easily by expanding end using Eqse (2-12) end (2-13). As & spccial case,

we havo

—_— T n
A°(t) = A()AlE) = 3, .i

k=1

(2-23)

. Do beni RS

If c(t) is a normalized function with coordinates cl....,cn, then

n, 2
(2‘24) Z ck =1 .
k=1

Furthermore, if the functiomns A(t) and B(t) arc orthogonal, then eccording to the formula

(2-22) and the orthogonality condition (2-10), we have

n
(2-25) gakbk = A()B(t) =0 .

The cxpressiors (2-22), (2-23), and (2-25) are the analogs of the corresponding expressions
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of veotor analysis.

Finally, we show that if two functions

Alt) = 1. (%)
©) = 52 21,

n
B(t) = b I (t
) =52 B

have no components with identical froquencies, 1.6e, 3f for all indices k / 0, either one

of tho &, or one of the bk is zero, then

(2-26) ACE)R(E) = A(t) B(%)
Indoed, under these conditions

A (t)B(tS = a.obo

and furthermore

A@E) = a, B(t) =Y

o
whence Bg. (2-20) follows at ooce.

2-3, Normal fluctuation noise

#e shall consider noice consisting of a large numbor of short pulses, randomly distri-

buted in time. Such noisc will be called normnl fluctuation noise. This kind of noise

includes thermal noise jn conductors, shot noise in vacuum tubes, snd, in many casog, atmo—
spheric and man-made noise as voll. Such a noise process cen bo represcnted by the expros—
sion

n
(2-27) w(t) = >3 Rt

k=1
where Fk(t—tk) is the k'th pulse occurring in the interval -r/z.+'r/‘z. Tle assume that the
pulses ore short and begin at the times tk. Thus
(2-28) I-‘k(’c—-tk) = 0 for t(tk and £t 48 .
Yore the pulses are to be numbered by the indices k not in the order of their occurrence
in time, but (say) in order of decreasing amplitude.

Suppose that the probability of tk falling in a subinterval of length dat 1is dt/‘r, and

that it does mot depend on the location of the subinterval within the interval -T/‘&,+T/2

por on the other pulses. 1worcover suppose that A(t) = 0. Then we find that
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I L #Tf n n
(2-29) WA = F , §1Fk(t-tk) Ak) at = g.lfk .
-T

whero
+T/2

(2-30) €, -3 S' B (t-t,) ME) 86
-1/2

g R

Assuming that 8 js so small thet A(t) changes negligibly in the time 6, w¢ obtain

€ At t+8 A(E)

(2-31) M S Fk(t—tk) dt = —T 9, ’
"

where

5
(2-32) - S‘ Fk(t) at
(¢}

3 the aroa of the }*th pulsee
The sumrands Ek are mutually independent randon variablese if they are bounded, end
if the sum of their variancos inoreases without 1imit as tho numbor of sumnands 18 in-

creased, thon, according to probability theory, ve obtain in the 1imit of jnfinite 1

(2-33)

where ng is the mean valuG, and DE‘k = E(Ek - }:‘.Fk)z is tho variance of the qulmtityskx

OA js the random variable with djstribution law

B e o g L

2
(2-34) P(r.(eﬁ(:udx) I S r dx .
Vew

I

7

e

L kE

In what £0llows, random varisbles with the distribution lew (2-34) will be called normal

el

rendom variables.

1t follows from (2-33) that for sufficiently large n Vo can virite

I n n
(2-35) TEMA(E) = k};{E,{ =,V 2 DE Y ?‘1 e, -

k=1

8 e,
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Yoreover, by (2-31)

-0'1'/2
q dt
(2-36) £§, - S - My
-Tﬂ

since by assumption A(t) = 0. Ve have also

+T/2
(2-37) pE, = E(§, - E‘gk)2 - J
-1/2

q2
kg2 (t
T

whence
e—— — bar-~umnd n
(2-38) u(E)A ) = ')r: \/ 22 (%) kz-l qi 8 -

Ve shall call the quantity

3, 2
2 S , 9y
k=1
(2~39) o =\ —————

T

the intensity of the process vi(t)s Thus we have
intensity of =10 X ——

(2-40) WE)AR) -% ) 'N

n
Tie note that since the sum p) :, q

k=1

i js proportional to T, the quantity o does mot depend

on Te

Ty 7R Y -
Y:e now find Vi(t)B(t) , ascuming that

(2-41) B(8) =0 end A(t)B(t) = O .

AR AT

e o A AN AR B

In & way annlogous to the above, we obtain

n
(2-42) TEBE) = )S:";ixk '

where

B(t,)
(2-43) =7 % °

and

(2-44) v:(t)a(t)a-—‘k"—_r_ B(6) 9 .

Here QB is & normal random variable vhich, like OA , setisfies Eqe (2-34). As shown in

probability theory, }?_’, Ek and ﬁ:xk are independent random variables in the limit
k=1 k=1
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V(I)-;/Eﬂ- e?-dz
210123456718
Iz

T
N

1
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n -y oo, provided thet®
(2-45)

sEkxk =0.

Since we have

AT/ qa? at
skak- j‘ }%— A(tk)a(tk)_i,‘i -
—T/Z

(2-46)

+T/2

2
k

-T/2

jt follows thet the quantities eA and GB are independent.

and that E3s.

from the process its mesn,

here, since it is not needed for the subsequent analysis.

Ye have called the rendom varisble @ normol if the probability that

snterval (x,x+§) is given by (2-34).

that €Y x is given by
(2-47) P( oYX )~

The value of this

because it will be very often encountered belowe.

The probability that 8(x is
(2-48)
The mean value of & is
(2-49)
The mea velue of Gz is

2

(2-50) De=E&8 =1 .

- ?% j At )B(E,)dt, =

(2-40) and (2-24) are valid even when a(t) # 0 and B(t) # 0, if we subtract

and if T is sufficiently large.

It follows f{rom this

o0

2
[ o-z/zdzz._l_ (
x

integral cen be found in tables.

Pl(e{x ) =12 - V(x) = V(-x) .

T e Tt TRk B 1 i~

2
U

a(e)a(t) =0,
©

T;e note that this is the case

T T S S R REia s

This fact will not be proved

T e n e,

it lies in the

definition that the probability

x

o

2
e /2 az = V{x) .
Ve

~00
v’ have introduced the function v(x)

1t is shovn graphically in Figure 2-1.

o s Skt e IR

T it

2-4, Represcntation of normal fluctuation moise &s 8 Fourier Er_g_e_s_

The normal fluctuation noise introduced in Section 2-3 can be represented as

-——— —

* The condition E ) v Bx F ty., is also needed, hich follows trivially from the

independmce of different pulses and the fact

that A(%) = 3() = 0. (Trenslator)

2 o VS
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the Fourier series

(o]
(2-51) wit) = 1,(t)
P

(if we neglect the constant componont), whoxro

—
= 1.(8)1 () o

(2-52) Y

’ﬂ"Q
1£ §70, but is not
pulsns,

tude as the length of tho noise

c

w'Q ':;_z%

Thus, if we pick out from the nolis

(2-53)
e the conponents
thea

- V/2, waero ¥ 21, ond ¥ is not too 1arges

L,

3

(2-54) ’.‘:m\,(t) =

=11

D
o

T

12=30 . The guentities

(e.
-1
= "

whero ) § 1=2p-1 » {1

jnterval -T/2,+T/2, but, as rendom variables,

sumpleSe

sndependeant, since all the In(t)

The process w
4 ¢

in the frezucncy rongs /T ‘:-g_J/T. The moan s3varc
according to (2-25) and (2-54)
N £,
w
1»1")

2
&) = =

(2-55)
27

@ =2pu-1
jveraging with respoct 1o rcalizabtions of

effective value tho cxpression

o)

1,

2

H® = B

o

(2-56)

a2
2

end, since 3 = 1, vwe havo

so lergo that tho period of the harmonic is of

then according o (2-40)

4ith frojuencies from £, " u/T to

these components are

g o

9 1. ()8 x  — 1 (t) 8, =
wr v Y v Fs’Zp.—l g
sinQ ?',—;'- b+ 059

g, figuring jn this
It should 2lso be poted thab, according to

(£) will be called normal {“luctufx_t_:'\.g'n_ 00386

the process,

tﬁe samo order of magni~

T Ll Vs

e PPNV I

ot

2,

P ] T Lincie

cosl ?3%7- t)

expression are constant on the

they cen be different for aifforent noise

Section 2-3, all sho ‘i are (mutuu.lly)

ere (mut\mlly) orthogonal.

ﬂi_t_)l constant intensivy
of this process ovor time T is,

)
&

i .

wo obtain for the square of the
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I

T

}{Z'E\‘.' 3
Ity

2
®) = Zp (2 -2) - e, - £,) o

(2-57)

vhence

o
A

e e

H

e
T, -f

(2-58)
v

Thus, o is tho effectiva value of the process ‘:’iu

We now show that if thr waveforms A)

BE) =0 , AE)B(E) = O

which have no components w#ith freguoncies less

(2-59) A®) =0 ,

and can be ropresented as Fourier seriss

than f‘p - p/l‘ and greater

(2~60)

(2~61)

whore OA and OB
bo written as
(2-62)

whers
231=2

W)= >

=]

(2-83)

(2~G4)

Then, by hypothesis,

the frequencies of the conponents of the oscillations 4(t) and B(t).

F(e)at) = O,

(2-65)

TT()BE) = O

whence, muls iplying both sides of

we obtain the expressions (2~69) and (2-51), with the help of Bas. (2-40)

For simplicity, we shall

(2-66)
A=2p~1

than £, = V/r, then

ﬁp\,itjlx(t’ - %
’ T
e ..

u“-"(uiﬂm ——m Vv

are independent normal random variables.

v(g) = vt (E) + Hp'\’

iy,
q("')» reforred to unit bandwidth.
t ]

and B(t) satisfy the condition

Az(t) e, »

el AR

/ -
Bz(t) oy

s

ki

-

Indeed, the process (2-51) can

() +0rr(x)

w!Il (t) ’

o0
mee(s) = ? :1 ll(t)

w1 (t) and W' (t) have no compouenss

with freguencies coinciding with
Therefore
O]

F(e)B(E) = O

(2-52) by A(%t) and 3(t) and takxing the scalar product,

and (2-44).

often consider the random function

! n
@) - Zﬁ oIy () = 1Zi g 1t
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v

RPRTE

3

o

g AT

o
AT

which differs from the procoss \‘Ipv(t) by the constent factor _C_ . EHero we have written
] —

(2-67) ei = 8y,0p-2 oy t) = Il+2p_2(t). n = 29 -(2p-2).

According to (2-60), we have
(2-68) ® (x)A(t) n/-Az(t) 9

since ¥ o(b) oquals ®®) if L =1,
By \E’f

2-5. lLinear functions of jndependent normal random variables
Photetunipt et g .—__———-._—-J‘--.._.-- e — - ———— —— o —

Pumaisty

G

Ve shall now £ind the lineaT function

=57

n

(2-69) E:.; Y

of the independont norual random variables 8y »

il

2

whero the & ' are arbitrary cons’cnnts*.

N
S

Yie sot

I

Pt
Py
DA

n
(2—70) Ag) = ;:i nlI‘(t) »

n
(2-71) ®®) = FI 911_1(*') .

h

PRI
oF

Then, according to (2-22)
n

=
(2-72) A)B() = ,:;; i g N

oOn the otnor hand, oY (2-68) and (2-23)

(2-73) AB)BE) = \/-ﬁt:) o, =V i\ll_“, o5

=1

/’T’Z
Eal OA .

o - ———

whence®™

n
(2-74) % 1 "

normal random yariaples vg c<an be juite general, the author

;-A—l’tm; the lndepender;‘\;—_
cvidently has in mind the random varinbles denoted by t“,' in the preceding scction.
(Translator)

%%/, simpler proof follows at once

variabls (being 8 lincar compinatign of in

n
jts mean is cero and its variance E ? ag (by inspect
=1

from the obscrvation that (2-59) is & normal randoa
dependont noraal random variables), and that

ion)e (Tr:msla.tor)

P PR i TR T
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Analogously, we have
(2-75)
Worcover, if

(2-76)

then 9 and 0 aro indepondent nomnl r-ndom variables; for, writing

ae) = f'_:,lbll,(t) .

(2-77)

we find (as above)

BH)B®E) %', XA

where, according to (2-786) and (2-22), A #(€)B(t) = O, and therefore, by (2-60)

8, and 8, are 1ndependont .

2-6. The probability that normel fluctuation noise falls in @ given region

=

and (2-61),

We shall say that & function lies in & ziven region if its coordinates satisfy the

conditions that define the region.

lies in the elementary region defined by the conditions

(2-73)
Yy Ca Cy,+d

Since the ei
ratisfy the conditions
cimultancously satisfied is
(2-79)

Y

dyldyz. . .dy

(zﬂ)n/’ )

e now find the probability that the functiou (2—66)

'
¥,48) Cyy*dny o

(2-34), the probability that 211 tho inequalities

dy,
P(2-78) = —k— exp(-¥y /2) — exo(—yz/Z)

\

.
]
g

figuring in these 1nequa11hes are independent random variables which

(2-78) are

dy.
—Z exp (-yi/z) -
NXd

1 <Gr 2
exp(- 3 E:'.isi)

Tho provability that the function () (t) will lie in some region,

say the rogion R, which

can be divided up into alementary vegions of the type (2-72), 15 obviously caual te the

st e < & &

# A simpler proof follows
are jointly nornal random variables,

to (2-75), 2 und 3 are uncorrslated, and

—_—
at once from the ebs"r"*tlo'\ that a = 1\: ]ﬁ and 2

and that B ¢

nence 1ndnp°m. ante

- F 4

Fl 8 'b , so that according
(Translator)

EL -
Do, A..K\;‘LL.
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CiR AR T PR

sun of the probabilities that the function will fall in one of the olomentary regions into

Rt Lot o T e (o
7 S

which the region R is subdividod. Since the olementary rogions aro infinitely small, this
sum reduces to the integral
dy. dy, o oedy.
s 172 n 1
(2~80) P(@(t) inR) = S [ oo J —= oxp(-~
} R @0’ z

which is to be taken over the values yl....,yn belonging to Re

n
In the case wherc the region R is S0 small that 2 yi can be regarded as constant
i=l

in integrating over the region, then the exponential can be taken out from behind the

integral sign, and we obtain

(2-81) p(@®(t) in R) = (z«)"“/2 exp(—%- )i yi) AV ,

where =

(2-82) awe=f7J ;1" J Gy, dy, see ay,

Using the terminology of three-dimensional spacoe, e shall call the quantity AV the

If & function

n
(2~83) Y(t) = Z',l ¥;13 (8)
1-

lies in the region R, then the coordinatos of the function can be put jnto the formuls

(2-81). According to Ede (2-33), we have

(2-84) Zo - 2 o
1

i=

so that

(2-85) P(@(%) in R) = (?Fﬂ exp(= & ()
"

Vie can drow the following conclusion from this formu}la. The probability that the random
cunction @(t) defined by . (2-66) lies jn a small .rOgion s which the function Y(t) also
1ies, is proportionnl to the volume of the region, and depends in addition only on the
offective value of the function Y(t), decrzasing 85 the effective value increasese By &
small region We mean hero & region such that the effective veluc of all functions lying in

it can be regarded as the same in calculating tho integral (2-80).
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2-7. Geometbric intororetation of our results
Geometric ‘Br o — our I =

The results obtained in this chapter, 25 well as the results which ve shall obtain
below, cen be jnterpreted by using the geometry of n-c¢imensional spaco. Although it is
not very e8sy to visualizo n-dimensionel Speceo. still such an jnterpretation hes many
advantagess especially for those who are jnclined to think in geomstric termse ~Tho point
1s that relations which are valid for any n-dimensional space are valid in particulsr for
the special coses of two and three—dimensione.l spacee. This allows ono to guess and verify
general proporties of spaces with many dimensions with the aid of the doscriptive models
of ordinary geomebrye yoreover, the use of tenninology and models borrowed from the goo=
metry of threo—dimensional space 81lows one to wore easily keep in mind the results which
have been obtained.

Yie have agrecd to deal with functions ip an jnterval T and with freguencies lying in
certain bandse. In this case, the functions being considered can be reprcscnted in the form

A(t) = f:', s Il(t) .
f=2p-1 2
where the I"~ (t) are specified functions given by Ea.(2-14)e Thus, any function under

consideration is completely deterninod by n» < 29 - 2p quentities 81 . Ye can represent

this function conventionally ecither by & radius vector in p-dimensional Spaces the terminal

point of which has coordinates 9.2“_1, ‘2;1"""20 , or by the torminal point itselfe

Such a vector will be called the voector corresponding 3o the function A() or briefly the

vootor of the function A(t)e In the case n = 2y this represenhation js especielly graphice
The function In(t) has all coordinstos equal to zero except the coordinato with index

Q , which equals oOnte Thus, the radi s vector corresponding %o 1 (t) lies on the axis

sndexed by & , and hes unit lengthe

It is not hard to see thet the vector of & sum of functions equals the suml of the
vectors of the jndividual functionse The vector of the giffercnce of two functions is the
difference of the vectors of the jpdividual functions. hecording to the definitions of
Section 2-1, the scelar product of two functions equals the scalar product of the vectors

corresponding to them, &8s follows from Q. (2-22). Thus, addition, subtraction, and

o+ ae o zadkes
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scaler multiplication of funct.ionc cen vo rcplaced by addition, subtrection,

plication of their voctorse Furthermore,
vectors,

jn directione

Tho magnitude of the effoctive vyalue of a function,

and multi-

orthogonal functions correspond to orthogonal

and functions which coincide in aircction correspond to vectors which coincide

the square of which is givon by

tho expression (2-23), equels the length of the voctor corresponding to the functione.

Accordinglys

T\
functions A(t) and B(t) equals (A(t)-B(t)) .
functione

functions. The poticn of the volumo of a region,

A unit

jntroduced in Qe

the squore of Lhe distance botvecn the points which correspond to the
vector corresponds to & normalized

& system of orthonormal} vectors corresponds to 2 system of orthonorrzel

(2-82) of Section

2-€, corresponds to volume in the speco in which ve construct the veoctorse

To tho rendom function @ (t) defined by M.
vectoTe.

given by Eq. (2-85). As is

the volwme &V, and dopends elso on the distenco of tho volume from tho origin of coorci-

nates. This distance is equal to the quantity

the projection on eny direction of the voctor corresponding o @(t) 38 equal to the

scalar product of the unit vector coinciding with the given diroction and tho vector

corresponding to ®(t), and is alviuys 8 normal

vector corresponding to @ (t) on orthogonal directicns are mutvally independent normsl

rendom variablese Everything which has been said

tho random veveform @(t) can be carried ovor to the vector corrosponding to the noiso

vaveform ‘:"uQ(t)' since thege wavelorms
2

(2-66) there corresponds &
Tho probability that the end of this voctor falls

evident from tho fornule,

; (t). 1t follows from EQe

random variablee
here about the voctor corresponding to

¢iffer only by ¢ constunt factore

random radius
in some small volume av is

this probability is propori:iunnl to

(2-€8) that

The projections of the

L i a3
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PART II
TRANSMISSION OF DISCRETE USSSAGES
CHAPTER 3

THE IDEAL REC3IVER FOR DISCRETE SIGNALS

3-1. Discrete mossages ;‘_’.’ii“.@.“.l_’,

In this part we shall consider the transmission of discrete mMessLges, j.ee, Of mos=
sages which c&n have a finito aumber of completely specified versions; we shall also con=
egider the effect of noise on thoe treansmission of such messtfede As nlready mentioned, the
catogory of transmission of discrote messages includes telegraphy, remoto-control vhen
there is provision for a finite nunber of distinct comrands, various kinds of signalling,
otc. Ve shall use the oxample of telegraphy to make more precise what we mean by & messagse
As already noted, in genoral by @ message Wc moen that which is to bo tronsmittede Thus,
we shell designate as a messago an entir: teclegram, the separate words of which it consists,
and the separate symbols of which the words consiste It is also possible to call a message
the voltage waveform which corresponds to the transmitted word or symbol, and which is pro-
duced by the telegraph tronsmitter, to be transmitted to the telegraph receivers This
voltage waveform usually consists of individual spaller units, which follow one another in
sequence. For example, when the five-symbol telegraph code ijs used, the voltage waveform
corresponding to one symbol consists of five units. Ve can also regard sach of these units
as & messages Thus, e can mean by o message both the text of the telegram and the clements

which go to make it up, 88 well as the voltage waveforns produccd by the telegraph trans-=

mitter ond their elenentse. A message can be complax ond can consist of @ scries of simpler
messages which follow ono amother ijn seguence. For simplicity, Ve shall assune that in the
case whero the telograph tronsmitter sends nothing, & message 1s sent to the effect that
the telograph receiver should print nothinge Tho receiver has to roproduce the transmitted
messagse Therefore, in the case where ve takc as the message the separate symbols, viords,

or telegrauns, the telegraph printer must be included as & component of the receivers

Suppose the systen in question provides for the trensmission of mescages vhich can

o P
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Lnka on m vnlunie Yio assunmo thab Lo onch valun of Lho munGn 0 corroaponds n dofinito aig~
and (1eve, wnyofora) which ncLa upon the rocelver whon Lho massnpo ia transmilbed in tho
nbmonce of NoisOe Vo dasignnba thoso m wndann of tho sipnal by

(=~1) Al(h). Ag(l:),.... h_(b) .

In pnriicular, oan of thoao siynnls cnn bo moroe Using Hie (2—31), wo can roprosont theso

simnls ar
m 19‘

(3-2) A () = a. Ta(t)
k —p kpf
1

Suppono anize 1s nddod Lo thean aignn) wivosforma. Vo anuumo that for all froquoncles
snvolved in the num £ho intonslily of tho nolse i3 tho samn and ounls Ue In thin cnso,

vhon the signal A(L) 18 tranamittod, the suml voltngo ncting on tho rocolver is

2.
(=3) x(t) = ,9231 xﬂtn(t) - w".‘,(t.) + Al:(b) .

whoro “;n?(t) 1s tho nolan wnvsform dafinod by Fle (2-54). 1n this oxprussion, wo sum
]

ovor all froquencios to which tho recoivor cnn rogcpond.  Wsing ¥as. (7=2), (33) nnd

(2-5%), %0 obtnin

. - 2
(z-4) 3 N 91 LR

Tho wnveflor® x(t) ncting on Lho roaeivor is conplololy chnractorizod By tho ovordinatoa

xll. rll*l'"" X'Qz .

7~2. Tho jdoal rucolvor
Tho 209 ———

.o shall agsumd that, dopondinf on tho wnv»form whish acls upon it, tho rocolvor

. A SN

olwnys roproducus ono of tho possiblo mossarode. 1t is elonr that for overy rocolvor wo
ecnn pick oub Crom all possiblo vnjuos of x(t) (i.0e, nll possiblo ynluous of tho sot

Xpg o * pevep X ) tho donain of valund for which tho roeniver will roproduco Ltho mossnpo
Q" N 2,

corrusponding to tho sipgunl Al(l.). wo shnll enld this donmain tho domnin o_(_‘_ tho 5._‘1_r,m\1
Al(t-,). Thon, in just tho gnno wny, wo can pick out tho domnin of vnluoa for which tho

mosaneo corranponding, Lo tho zimanl i\?(lz\ will o rupruduc:)d. Vi enll this domnin tho

domnin of Lho aipnnl I\,,(h). and so forthe jt is clonr thnt in Lhis tunchion tho wholo
dorain 27 KR T AL
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domain of possible wvaluos of x(t) will be divided intom non~overlapping subdomainse.
Suppose the signal Ak(t) was sent. In this ca3e, tho waveform X(t) which arrives at
tho roceivor in the presence of noise 1s characterized by the coordinates (3—4), which in
general can take on arbitrary values, sinco the o I are (mutually) jndepondont pormal ran—
dom variablese Then there is & finite probubility that the wavofora x(t) will fall in any
domain. Assume that 1t falls in the domain Ai(t). where 3 ¥ k. Thon the recoiver will

ipncorrectly reproduce the message corresponding to the signal Ai(t) instead of the message

corresponding to tho signal Ak(t). Tt is clear that the number of correctly roproduced
messages depends on tho configuration of the domains defined by the roceiver. Ye shall be
concernod with the problen of seleoting tho domains of values of the waveformns x(t), for
given signals (3-1), in such a way as to make tho numbeor of incorrectly roproduced messages

as small as possible, or, what amounts to the same thing, in such a way as to make the

probability of correctly reproduced mossages as 1arge as possible. The receiver which 1is
chnracterized by such domains, and which therefore gives the minimum number of jncorroctly
recoived messages, will be called jdeal, To detormine tho configuration of the domains
which characterize the ideal receiver, Wo jntroduce the following notation:

P(Ak) is the s priori probability that tho signal A, is sent.

P Ak(I) is the conditionel probability that the waveform x{t) with coordinates

(3-5) y’].( x‘-1< yﬂl + dyh gesesss y22< 122( yﬂz + dy’z

will be rocoived, if jt is known that the signal Ak(t) was sonte
Px(Ak) 15 tho conditional probability that the signel Ak(t) was sent, if we Jmo# that

the roceived wavoform 15 X(t), Le€e, thot 1t corresponds to the jinojualities (3=5).
m
P(X) = > : P(A.k)PAk(X) 15 the probability that the received signal 18 x(t).
k=1

yfith this notation, tho joint probability that the signal Ak(t) is sent and that the
wavoform x(t) is roceived is given by

(3-6) P(-“k)"Ak(x) = PP (A)
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whence P(Ak)PAk(x) P(Ak)PAk(I)
7 (a) =
(=7 Fx(A) P(X) ZP(A P, (x)
1=

1f, when the wavoform X(t) is received, the receiver reproduces the messego corresponding

to the signal A (‘b), thon the probability of there being correct reproduction when x(t)
is roceived is obviously PI(AK)' Similarly, if, when tho wavoform X(t) is received, the
roceiver roproduces the messago corresponding to the wavoform A (t), thon the probability
of correct reproduction is PI(A!)' Thus, to obtain the maximum probability of correct
signal roproduction, when X(t) is rocoived, the roceiver should roproduce the message
which corresponds to the signal for which the quantity PX(AX) is largest; in other words,

the roceiver should be constructed in such a way as to make X(t) belong to the domain of

the signal Ak(t) for which PI(Ak) is the largest. This roceiver will guarantoo the

maximum probability of correct moessage roproduction. No other recciver can incroase this

probability. '

According to (3-7), vhon the waveform X(t) is received, the jdeal recoiver should

reproduce the mossagoe corresponding to the signal which gives tho largest wvalue of the
expression

(>-8) PR, ()

The quantity P(Ak) in this exprossion has to bo furnished; it is detormined by the charac-

tor of tho transmitted messaged. The quantity PA];(X) ic by definition the probability
that the noise assumes & value which vhen added to the signal Ak(t) gives the waveform
X(t) satisfying the relations (3-5). It follows from Fg. (3-1) that this probability is

the probability that the € 2 satisfy the inequalities
V2T VET
P Aol -8 [*) ~ . - +d
= (yll 9‘1“)< 11( = (:rﬂ1 2% y11) .

(3-9)

VBT V2T
- (Yﬂz—anzk)fe < 5 ( YBA) .

hccording to Section 2-6 and Ease. (2-78) and (2-79), the latter probability is
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]

dy, eeody,
pAk(x) = (2'r/az)“ﬂ _—-——;—z- [ Z ()rm)

@n)™® BTN

whoero n * ’“2 - 11 + 1. Morcover, for jnfinitely small dyﬂ ,...,dyp , we have
' 2
2 !z

TN 4

whonece it follows that

dy ...dy
1 T s (a2
(3-10) PR, () = el ero - Ty G (6T + 2n ra) |

whero the larger the value of the exponent, the smaller the value of (3-10). Thus

o obtain the largest probability of correct nessage reproduction if we choose the

receiver in such a way as to mako X(t) belong to the domin of the signal for which the
quantity Ry

(3-11) T ():(1:)—1L“(1~.))z - 0% 1n P(Ak) = S (x(t)—hk(t))z at - o 1n P(Ak)

-7

has tle smallest valuoc.

3-3. Geometric interpretation of the meterial of chapter 3

As we havo already remarked, every waveform of finite length and vith a finite fre-
quency spectrum can bo represented as & point or radius vector in n-—spacce Thus, each of
the m signals considered in this chapter can bto represented by jts own poiat or radius
vectore If to the transmitted signal is added a noise wavefornm with a vector which can
have an arbitrary direction and erbitrary length, then the resulting received waveform
X(t) will also be characterized by & point in n-5paco, which most oftcn* will not coincide
with any of the points corresponding to sigoalse Depending on tho position of this point,
the receiver will reproduce some mossage or others if we combine all ths points of our
spaco which correspond to roceived waveforms for which the receivor roproduces the message
corresponding to the sigual Ak(t)' vie obtein the rcgion of space which wo called the
domain of the signal ﬂ(‘b). Since we assunzd that when a waveform is recoivod, one of the

possible messages has to be reproduced, then every point of space has to fall in the donain

# In fact with probability one (for normal fluctuation noise)e (Translator)
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of some signal, We saw how these domains should bo chosen for tho ideal roceivers In
the simplest case, when all the signals aro equiprobable (i.0e, when all the P(Ak) are
equal), tho domain of the signal Ak(t) should concist of points of the space which lie
closer to the point }j‘(t) than to any other point reprosenting a signal, i.e., points

for which

KA ())& (KA D)

where Ap(t) is any of the possible signals vhich differs from Ak(t). This is natural,

since the smaller thu length of the noise vector, the larger the probability of the noise,

and therefors it is most likely that the given received vaveforn was formed by the addition

of the noise vector to the end of the nearest signal vector.

CHAPTER 4

NOISE IMMUNITY FOR SIGHALS WITH T#0 DISCRETE VALUES

Lok T e et s ek 8 M B .

4-1, Probability of ecrror for the ideal roceiver

Even with the ideal receiver therc sometimes occurs incorrect message reproduction,
because of the perturbation of the siznal waveform by the added noise. e now find the

probability of such incorrect reproduction, or, &s Wwo say, the probability of errors

This probability characterizes the noise immunity for reception #ith the idenl receiver,

i.@., the optimum noise immunity for the given kind of signals. The probability of error

for reception with a renl receiver can attain this value, but cannot bo less than it.

In this chapter wo consider noise immnity for signals which can take on only two
voaluos Al(t) and Az(t). This case is of great practical intercst, since discrete signals
often consist of sequences of elementary signals, each of which can have only two values,
According to what was said in Section 3-2, in this caso the jdeal roceiver should repro-

duce the message corresponding to the signal Al(t) it

S

2
(4-1) P(x(8)-p, (£))% = o7 1n P(A) {TX(E)-Ay (D) - o 1n P(A,)
and otherwise the message corresponding to the signal Az(t).
Suppose the signal Al(t) was sent. Ve mow find the probability that the mnoise

assumes & value such that the jdeal receiver reproduces the message corresponding to

D — . ™
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the signal Az(t). This probability equals the probability that the inequality (4-1) is
not satisfied when we substitute into 1t the quantity
xX(t) = Al(t) + xp.’,(t) .

j.e., the probability that the inegquality

.2 2 or 2 2
T x.w,(t) ¢ 1n P(Al) >T ("p.»)(t)”ﬁ(*') Az(t),) -~ 1n P("‘z)
is gatisfied. Exponding this expression according to the rules introduced in Section 2-1,

we obtain

T ) - o 1n B(A) Y 2 ,(6) + 27 %, (6)(A) ()= (6))

o1 A A0 - o 1 B(A,)

whence it follows by Ege (2~60) that

| s —
—P1n B(a)) > VT V (5 (8)-2,()° @ 4 T (0 (£)-A, (€))7 = P1n B(A;)

< 1 = P(Az) V2o _ \/T(Pl (t)‘l‘z(t))
LU TN T VE o

The probability of this inequality con be cetcrmined from Eqe (2-48)s Thus, the probe—
bility that as a result of the nddition of fluctustion noise to the signal Al(t), the
idenl receiver ropreduces tho incorrect mcscoge corrusponding to the signal ).Z(t), equals

(a-2) P(, instead of A = Vlap)

where we have introduced the notation
P(A)
L]
P
() "

,__————_____7—“‘ oy
SRACORNCTINN FUR W SREY P
\’ZU 20 __T/z

1

(a-3) %1 2z ®

(2-4) a

and V is given by Figure 2-1.
In just the same way, the probobility thet the receciver will incorrectly interpret

the transrittcd signsl Az(t) as Al(t;) is found to be

(a-5) I-’(A1 insteed of Az) - V(alz) R
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28

where

(4-6)

P(A )
in __——-

P(A))

1

32 XY

lt follows thnt in the case of o s:.EE.nls the

Embahilihz of error for tho ideal

reociver _i._g
= Y

(4~7) Py 1>(;L‘l /V(a.21) + P(Az)v(ula)

As is apparent from these formulas,

the retio

noise immunity, depends on two factors ——— on

+1/2

{

~TfR

T . (o2
T (Al(t)-Az(t))

202

1
20

The first factor dcpends exclusively
depends on the
of the noise jntensity. The larger this ratio,

the largor the optimum nojse jmrunity. In this factor,

can change only the spocific energy of the signal differcnce.

eporgy is the largest afford the best noise irmunity,
gufficiently goode
in geometric terms,

tonce
this distance increasese

the ezpan ansion 1ntorva1 I, su‘cu by Mothhue this

enough to have the s:q»;nal entirely contnn ed nfh:m the

does not dopend on the 1:\.m1+s of the frequanc Y 5

| mean number of jncorrectly received mesceges by

incorrectly received messeges i
transmitted cignals.
4-2. Influepce of the ratio P(Al)/P(lsz)

1f tho probability of transmissioh is the seme for

the probability of error,

on the traomsnmitted messegeSe
ratio of the specific enorgy of tho signal difference to c .

the smaller the protebility of error, and

provided that the roceivers are

both « and the optirun noise inmunity are dotermined by the dis—

%

(Al(t)-Az(t)) between the points reprosenting tho signal,

Vie notc also thut; the probability of error does not depcnd on
ZEansmn intcrval can be taken

frequencies conteined in the signals. The pmbabzhty of error 1

s on the sverage equal to K

which determines the optimum

P(Al)/P(Az), and on
(Al(t)-Az(t))z at .

The second factor @

the square

for a given noisc intensity, W

Systems for which this 1

and become lerger whon

large

intorvel (—ng +T&). 1t also

IO

ummnt:on » pronded they inoclude all

s connected with the

the following relation: the nunber of

PE' where Nl is the mumber of

L)
both signals (i.ee, P(Al)gP("z)z'i’l)'

(Trans)etor)

# JoBey 8BS contained in '\‘.’“'4((:).

——TTT T e

- PP RN T S 12 [OSNTo R
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K. (4-7) simplifies to

(4-8) | v(a) .

In the case whore the noise intensity © is small, so that a1, the second torm in the
exprecsions for @,y and o, con bo neglected, and sineo P(Al‘; + P(Az) = 1, in this case
also Bg. (4-7) reduces to R (4-8). In Figure 4-1, curve 1 gives the dependence of Pp
on a for the casc P(Al)/l‘(lxz) = 1, and curve 2 gives the same dependenco for the caso
P(kl)/P(Az) = 10 or O.). These curves vero obtained frem Eqse (4-8) and (4~7), respec-
ively. Ac is evident fror these curves, and aleo from an annlysis of the fornules, PE
gots smaller as P(Al)/P(.L.z) differs more from unilye In the limit P(!\l)/P(Az) = or O,

we obtein PE = 0, irrespective of ae This result is obvious, since in this carce the

traoncmitted signel is ¥nown in advunce.

In the case P(Al) = P(Az), the domeins vhich the jéenl roceiver assigns to the signals
Al(‘b) and Az(t) do not depend on the nojse intensity o, 85 follows from Section 417 In
the caso P(Al) £ P(Az), they must depend on O. Thic meons that tho regime of the ideal
receivor has to chengc with o, which in meny cases may be inconvenient. Let us scc how
muoh the probabil ity of sncorrect signal reproduction incresses if the signel domains
(3e6es the recoiver regimo) ere taken for the casc where P("‘l) = P(Az), or, vhat amounts

to the samec thing, for the case of smell o, and aro not changeé in tho cace vhore

P(Al) 4 P(Az) end o is lerge. For the cast vhore P(!\l) = P(Az) or G is small, according

to (3-11),the receiver domoins are chosen so that tho reccived weveform x(¢) falls in the

domnin of the cignel Al(t) if

T ()2 T s (2332
Go)-a () € E(r)=£, (D)

e gl e S e

if we repest the consideretions of Section 4~1 for this case, WO obtain
F(h, instead of Al) = V(a)

where a is defined by Eqe (&~4). In completo analogy, we have

P(Al instoné of ).2) = v(a)

vhence the prcbability of error in this case equals

(4-9) Py = P(Al)P(Aa jnstead of Al) + P(AZ)P(A]_ instead of Az) =v(a) »

-
% In particuler from Eae (4-1)e (Transletor)
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Fig. 4-1. Probability of error for
the ideal receiver. Curve 1is for
P(A])/P(Az) =1; cu(r)v: 2 i.s dfor

= - 47 is ge—
fined by Eq.(4-4).

RN
Fig. 4-2. Dependence of the efficiency A R 1 O J
coefficient on the probobilif)'of error for S O O O
P(A])/P(Az) = 10 or 0.1, and for there= 11 - e - _—}_ |
ceiverwhichis ideal forP(A])/P(Az):']- IRRERN __j:t[gjj -
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sinco P(!\l) + P(Iaz) = 1. Thus, this probability does not depend on the ratio P(Al)/P(Aa),
and equels tho prubsbility of error for recoption with the ideal roceiver in the case
B(A,)/P(2,) = 1%,

Ylow consicer the case P(Itl)/P(l‘-z) = 10 or O.1. Then, the probability of error for
reception with an ideal receiver, specially constructed for this case, is given by curve 2
of Figvrc 4-1. On the othc; hand, the probability of error for reception with tho recelver
just considered is given by curve 1 of the same figure. As is evident from the figure, for
small a the differcnce between the two curves can bo quite substantial, and in‘this case it
is desirablec to take into account the unogual probabilities of signal transmission. For
operation in the region of small o (i.e., large a) tho difference is smelle

To characterize how much a given receivor approaches the ideal receiver in noise

immunity, we introduce the concept of the efficiency coefficient of a receiver, which we

designste byn. By this coefficicnt we mean the ratio of the signal power for the ideal
reccivor to the signol power for somo other receiver under considerciion, provided that

the probebility of error and ihe form of the sipgnols erc tho same in both cascse Thus,
this cocfficicnt shows how much the encrgy (strongth) of tho signals can be decreasod, if
we use the ideal recoiver instead of the given roceiver, while keeping fixed tho probability
of correct messnge reproduction. For the case just considered, this coefficient is equal
to the square of the ratio of the abeiesas of the curves 1 and 2 for the samo value of PE’

The dopendence of T\ on PE which is obtairned in this way is shown in Figuro 4-2. As we

sce fronm this figure, for conditions such that PE< 10‘3, and such conditions are cormon,

ve can toke M > 0.9

4~3, Optimun nojse immunity for trensmission with & passive space

In the case where the signal vaveform can have only tvio values Al(t) and "’2 (t), and

onc of them, say Az(t), is identically zero, the transmission is enlled transodiecion with

a passive space. If neither of the signals is identically zero, we refer to transmission
2 passive space s

with en ective spacc. For tremsmission with a passive space, the value of a, which is

* Tho author hus already clluded to this derivaticn (or its cquivalent) in the preceding
peragraph. (Translator
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defined by Eqe (4-4) and charrcterizes tho optimum noise immwity, is given by

] T d(t) +T/2
a-\/:lz——- 2 in(t) at .
20 20 _-T/2

(4~10)

Donoting the specific energy of the signal by

+T/2
(4~11) 2( I Ai (¢) dt

-7 ﬂ

we have

(4-12)

Thus, in this case the optimum noise immunity depends only on ihe signal cnergy and is

conplotely independent of its shape. The lorger the signal energy, tho larger tho optimum

noise immunity. However, it shoulc not be jnferred from this result alone that the use
of now signal forms and the improvemcnt of reccivers connot raise the moise immunity of
systems with a passive space. In foct, the noise immunity of systems row in uso may be
much less than the optimum nojse immunity obtained above. Vhen this is the case, it is
clesr that toth the improvement of rcceivers snd tho uso of new signal forms, which feci~
litate this irprovcrment, can incroanse the noise immunity, and in tho most favoreble cases,
meko it approach the optimum noise jmmunity. To clarify this matter, in the next two sec—
tions, we consider an exarple of a real system vith a passive space, and we find out how

close its noize inmunity is to the optimum.

4-4. Optimum noise irmunity for the clessicol tolegraph signal

As an exsmple of tronsmission with a passive space, weo consider the casc of the
clessicnl elementary tolegraph signal, vhiech we shall take to bo

nl(t) = U, cos ot for Ostsro .
(4-13)
1 £) =0 | for t<0 or t77,

and

(2-14) A, (t)=0.

To determince tho optimum noise impanity in this case, we can take a fron El. (4—14).

According to Appendix A ernd Ms. (4~11) and (4-12), the quantily Ql vhich appears in

AL 2z e 2 o =l !
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this oxpression is given by
T
2 1 2
(4-15) Q< -3 1! vae - 02 <

Thercfore, for the kind of transmission under corsideration, we have by (4-12)

U Vr

o o
(4~16) a = —=

According to Section 4~1, we can use the quentity a to determinc the probability of error

which charaoctorizes the optinum noise immunily for this caso.

4-5. loise immunity for the classical tclepreph signal and reception with a2 synchronous

detector

Suppose to receive the signels considered in the provious section, wo use a real
-
receciver, such that the signals first go through a filtor with a pass band from ° to

ug* ol e
T and then enter a synchronous detector. The wev:form at the dctector output then

enters & device which roproduces the messege corresponding to the first signal if the
voltege on its terminals st tho time ':0/2 exceeds o certairn valuo, and othenvwise reproduces
the message corresponding to the second signal. Such a process occurs, for exacple, when
tho voltage is rectifiod and used to activate a tolegraph apparetus which operetes on time
division.
Regarding tho filter 2s ideal, we have
U
0

(4-17) u, = - [ sidle - sidl(e-t)) ] cos @t

for the signal at tho output,ss can bo obtained wilh the use of the Fourior integral, if
rotarcation in the filter is noglected*. In this formula, Si derotes the integrel sino,
given by x
(4-18) Six = I ii!:—’: dr .

o
Clearly, the noise voltage after the filter consists of components with fregquercies from
o=l w+(f)
—02-;— to 2°u , And has constant intcssity G in this band, According to Eg. (B-6) of
Appcndir B, this process cen bc written as

r = -t - -.;' s
..u",(t) 3 “1.n(t) cos @t + Ve "l,n(t) sin @ t

# Ele (4-17) is an approximction, which requires tho (reasoncble)assiumption that wfl.
(Translator) °
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3k

where W (t) and Wl (t) are independent pormal fluctuation noises, the compononts of
which have frequencies from O to n/t = JL/?.«. and have constant intensity o in this band.

Thus, if the signal Al(t) is sent, the sunm voltage after the filter is

0
(4-18)  ul = u  + ¥ g (¢) ={-7° [5ifle - 5idl(t-1,)] + V& Wi:n(t)}cos wt

"l
+ \,E “l'n(t) sin ‘llot 3

The synchronous detcctor, as is well-lmown, gives at its output a voltege proportional
to the smplitude of the componont which coincides in phase with thet of the received sig-
nal, and does not respond to the component which is 20° out of phase with the received
signal. As stipulatoed, the output device reproduces tho message corresponding to the sig-
nal Al(t) or Az(t), depending on the valuc of the voltage at the detector output at the

time t = 1:0/2. Designating this value by Ud' we obtain

A (A

(4-20) U, = —-z 51_2—- +\f.>.'v.1n 0/2)

if Al(t) is transmitted, and

(4-21) \.7?-"'1 n(" 2)

if Az(t) is trensmitted, i.e., if no signal at all is transmittcd. The valuc of Y. (‘t /2)

is a random variable; according to Eq. (c-2) of Appendix C, it can be expressed s
(a-22) vy (r LYy=cVillene

where © is a normal random varisble. Ve assume that the output device reproduces the

message corresponding to the first sigpal if

v M
1 - _2. °
(4~23) U YU, =St

.00, if U(1 js less then half the rectificd sigoal voltage at that moment, and otherwiss
reproduces the mossage corresponding to the second signale

te now find the probability that the second message is reproduced instead of the
first, i.e., the probability that ud does not satisfy tho ineguality (4~23). This probabi-
lity is

(4-24) P(h, instead of A) = P(Uy<U) = P(0<=8)
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vihors wo have introduced the symbol
(+-25) B = W60/l s (e ) s

according to E3. (2-48), this means that

(4-~26) p("«2 intead of Al) = V() .

Similarly, we have )

(4-27) P(#, instead of A,) = p(ué') u) = Ple>p) = v(p) .
It follows from Egs. (4-25) and (4-27) that

(4~28) Po = v(p)

for the given moans of recoption.

To obtain the winimnn probebility of error, we must try to mnke B as large as possibles

First we find tho depondence of B on the filtor bandwidth la/n. To do so, we rowrite Eq.

(4-25) as
(4-29) B = (U fo)(x fom)/? SEX
=

x
where

x =Lﬂn:°/2 .

The dependence of Si x/A/Xx on x is shown in Figure 4-3, As can be geen from the figure,
this quantity has its maximua value of 1.14 for x=2.1. Hence, for the given means of
recoption, the optimum filtcr bandwidth is
(4-30) Sfn = 12frc) = 134/,
and the maximun value of B for this bandwidth is
(4-31) Prax = 0455 U VT /o = 0.91 Ql/\)é' c .
Thus, for the case considoroed in this section, the probability of error is determined by
Bs just as in the case of ideal raeception it is determined by a, in accordance with (4-8).
Comparing (4-31) and (4-16), wo seo that Boag IS somewhat less than a, which means that
even when the bandwidth is optimum, the means of reception we aro considering gives some-
what larger error probabilities than would be obtained with the idcal roceiver,

V.e now find tho valuo of the efficiency coefficient (introduced in Section 4~2) for
tha means of recoption under cons:dorstion. Clearly, in the prescnt case, whon the band-
width is optimum, this coefficient equals

(4-32) (Boax/@ )2 = 0.83

TR s - - R
= S LI TR ey
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Thus, by using the ideal receiver, the signal snorgy can be lowsrod by a factor of 0.83
while keoping the same probability of error. Jt follows from this that the means of

roception in question is vory closo to being ideal in its noiso immmity.

4-G. Noise immmity for the classical telmgraph signal and reception with an ordinary

dotector

Vie now consider the probability of error in the case whore an ordinary detector is
used instoad of a synchronous detector in the receiver analyzed in the proceding section.
In this case, the rectified voltnge depends om the umpiihudo of the wavefora which is the
sum of the signal and noise at the filter output. Suppose that the recoiver reproduces
tho first messago if at the timo 10/2 this amplitude Ur at the filter output exceeds half
the signnl amplitude, i.e., if
(4-33) gy (0 /m siele ) =u,
and reproduces the second message if this inequality is not satisfied. Rico has calculated
the probability thnt the nmplitudo of the sum of a sino wave and random noise is less than
a given valuo‘. Using his results, which he presented in the form of curves, we oan calou~
late the valuoe of the probability that at the time to/‘& the amplitude of tho sum of the
signal and the noise is less than Un' i.6., that an error occurs. Ve designate this pro-
bability by P(Az instead of Al). Then, we find tho probability that the noise exceeds
the value Un in the absecnco of any signal disturbanco, ie.e., that the signal Az(t) is
interpreted as the signal Al(t). This probability has been given by many authors including

*%F
Rico, and is
(4~34) P(A; instead of A,) = oxp(-u:/zuz) .
whero H is the offective valuo of the noise, which, according to (2-57), is o \/ﬂ/rr in

our caso. Substituiling this value and the walue of ‘Jn into (4-31), we obtain

(4-35) P(A, instead of Az) = Oxp(_f;z/k) .

where p is defined by E3. (4~25).

Assuming that tho signals Al(t) and Az(t) are eyually likely to be trancmitted, we
have for the probability of error

Pg = 0.5 P(Al instead of Az) + 0.5 P(Az instead of Al) .

* S, 0. Rice,"lnthematical analysis of random noise", Boll Syst. Teche J.,1944~5, Sect.3~10,

#Py. (4-34) is just the intezral from O to U, of the probability densit i
distribution. (Tx‘:m::lntor) " P Y neity of the Rnyl@lzh
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Fig. 4-4. Probability of error for the signal
withrectangular envelope. Curve 1— ideal
receiver; curve 2— synchronous receiver;
curve 3 — ordinary receiver; Q is defined

by Eq.(4-15).

Fig. 4-5. Efficiency coefficient for the signal
with rectangular envelope. Curve 1— ordinary
receiver, curve 2— synchronous receiver.
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This probubility is plotted as curvae 3 in Figuro 4-4 for the case of optimum bradwidth
(givon hore also by By. (4-30))e MNoroownr, for comparison, we hsve indicated the proba-
bility of error for the casec of roception with a synchronous detector (curvs 2) and for
tho case of tho ideal roceiver (curve 1). 1In all cases we take as the abcissa the quan-
tity Ql/\/Z' g, where 0?: is the specific enorgy given by Bje (4-15)e In Figure 4-5,
curve 1 shows the dependenco of the efficiency coefficlent on PE' for the kind of recep—
tion analyzed in this section. In this case, tho efficiency coefficient is tho square
of tho ratio of the abcinsaa of the curvas 1 and 2 in Figure 4~4, takea at a given wulue

of PE' Tho straight line labelled 2 in this figuro shows for comparison the value 0.83

of the officiency coefficient for recoption with a synchronous detector.

rd
4-7. Results on the noise immnniity of systems with a passive space

As just showm, the optimum noise immunity for constant noise intensity with this

means of communication* is completeoly determinod by the quantity
+00

2 2 2 .
Ql =T Al(t) = S Al(t) dt
-0

je®e, by the cignal energy. The shape of the signal does not affect the optimum noise
immmnity. Using the classical telegraph signal and receivers with optimum bandwidth
(which wero considered in Sections 4-5 and 4-6), we obtain a noise immnity which is
quite close to optimum, and which is somevhat largor for the s ynchronous detector than
for the ordinary dotector. Thus, it follows that the application of methods of reception
which diffor from those considered in Sections 4-5 and 4-6 cannot substantially increase
the noise immunity, when the signal energy is kept constant. This is the state of affairs
provided that the shape, nagnitnde, and timo of arrival of the signal are lmown, and the
noise is of the normal fluctuation type. However, it cannot be inferrcd from this that
one should always use the means of transnission and recoption discussed here when dealing
with telegraphy with a passive space. In many cases it can happen that other means of

transmission and roception are more suitable, for example, because of less influence of

fading, impulse noise, etc.

#* J.e., Systems with a passive space. (Translator)

HEE SRR ™ ey O ™Y = T
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4-8, Tho optimum communication system with an active spaco

In this and the following sections, we shall consider the optimum noise immunity of
systems in which the signals enn take on two wmlues Al(t) and Az(t), neither of which is
identioally zero. First of all, wo try to £ind tho optimum system, i.o., t};e one which
furnishes the largost poscible noiso immunity for a given signal energy Qz. To do thi's.

1t i8 cloar that we should solect signals for which the quantity
+T/2
2 1 2 1 2
(+36) & == [ 10,00 at = 5 1 () (0125 (8))
o _p /z 20

which determines the optimum noisc immunity is a maximu under the constraints

+T/2
(4=37) I Ag(t) dt = T Azz(t;)

~1/2

$Q® .

Since we have
+T/2 +T/f2 +T/2
2. . I' 2 J’ 2 - J’ 2
I (Al(t)—Az(t)) dt = 2 Al(t)dt +2 Az(t)dt (Al(t)+Az(t)) at
-1/2 -1/2 ~1/2 ~T/2
to obtain the maximua of this expression we must make the first two intogrols as large as

possible and the last integral as small as possible, The maximm value of the first two

integrals which 1s consistent with the conditions (4-37) is obtained by taking

+T/2 +T/2
(4-39) [ICERN O TR
-T/2 ~T/2

The third intogral cannot take on negative values. Thereforo, when

(4-39) ALE) = = A (E)

it assumes its minimum value of zero. There is no contradiction between (4-38) and (4~33).
Thus a, and therefore the optimum noise immunity, is a maximwn if Al(t;) and Az(t) are

equal in absolute walue, opposite in sign, and have the maximum permissible signal energye

The shape of the signals has no influence on the optimun noise immunity, and can be arbi-

trary. For this optimum state of affairs, it is clear that the quantity a, which deter-

mines the optimum noise jmmuanity is equal to
+T/2 -

(4-40) a=| (2/6%) _f AE(e) atl=vEQ /o .
~7/2

T

e 8 N Ya - 3
LTS 2 S i N - Y TR i TR
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W

This waluc determines +the optimum noise jmmnity which can bo obtained for operation

with an active space and an arbitrary system with two discrete
maximm signal onergy is specified.
of a for operation with a passive space (as given by E3.

mum case we can decroase the specifi

same veluo of a,

Suppose that for thoe signal Al(t)

¢ signal enorgy Q2 by a factor of 4,

sipgnals, provided that the
Comparing the value of a just obtained with the value
(4-12)), we seo that in the opti-

while kesping the

and consequently the same prooability of errore

in the optimun system wo take the signal given by

Bge (4-13), and use for tho receiver an optimnum bandwidth filter (given by Ede (4-30)),

a synchronous detector,
voltage on its terminals at
is negative.
considered in Section 4~5e
considerations of Section 4-5e

nity is close to tho optimume.

and an output devico
time «co/z is positive,

Then , the officioncy coe!ficient

which reproduces the first signal if the
end the socond sipnal if the voltage

for roception is M * 0.83, as in the caso

This is easily scen by repeating in the prosent context the

we pote that for this method of reception the noise immsu—

4~-9, }.oiso :.mxmmlty for froquency shxft keying

By frejuency shift keying we mcan transmission which uses the signals

Ay (+)
A (%)
By (8)
Ay (8)

For this communication system

+T/2

(4-41)

2
20

—T/Z

iIn doing the integrel, the

quantities

=1
o
=0, for t{O0or t)'ro.
=1
o

=0, for £t{0 or tYT, -
1 2124 =
o= b I' (g ()=, ()00 = =

+ ']I cos (2u2b+2¢2)—cos [(al*mz)tﬁﬂl*dz'l

socond, third, and fourth terms in the curly brackets give

which go to zero as and oy increase;

cos(mlt + ¢1) , for 0t \<'t° .

cos(wzt - g!z) , for 0§t &

uz
o

<
r {1 + _co., (2y% + 2;11) +

(o]

-
O 4 Lz

SRR

W

2

-ﬁzl}dt .

cos [(wl 2 )

we asswae that & and &, aro large
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4

Fig. 4-6. The term in curly brackets in Eq.(4-44).
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L3

so that these terms can be neglected. Then after integration and somo manipulation, we

obtain

Sin[(ml"wz)'to + ¢1 = ¢2—] - 3in(¢l - ¢2)
(oy=u )T

(4-42)

where 2

2 U°1‘°

(4~43) Q¢ = ——
2

jg the specific enorgy of tho signals. The value of a so obtained depends on ¢1 - ¢2'

the difference of the initiel phases. 1I1f the frequency shift koying is produced by

changing the circuit parameters of an oscillator, then ¢1 - ¢2, and the expression
simplifies, In this case we havo

2 sin (e0,=w, )T
(4-44) a® = Q..{l 12 °}

2
o @~y )‘ro

The dependence of the expression in curly brackets on (wl—mz)ro is shown in Figure 4~6e
We can draw the following conclusions frou an examination of this figuroe

1. For the kind of operation in question, the largest optimum noise immunity is
obtained for the frequency difference
(4-45 (ml—mz)/Zﬂ = 0.7/x, «
For smaller differences, the optimun noise imaunity becomes smaller. This circumstance
allows one to determino the minimun frequency bandwidth bolow which one should not go
if one wishes to avoid loss of noise immunity .

2. For tho kind of operation in question, and for the optimum frequency difference,
the value of “2 is 1.2 Qz/oz, 1e8e, 2.4 times larger than the value obtained for trans-
mission with & passive space, if in both cases the specific signal energy Q,2 is identicale

Thus, the optimum noise immunity for froquency shift keying is not much larger than the

optimum noise imunity obtained for tho operation with a passive spaco analyzed in Section

4-4. Moreovoar, i we bear in mind that in the latter cast, according to Sections 4~5 and

4A-6, we can como very close to the optimum noise imrunity, then we are lcd to tho conelu—

sion that we cannot get appreciably more noise immunity yith frequency shift xoying (in

B

&

the case of undistorted sipgnals and noxmal fluctuation noise) than with classical smplitude

modulation. The gain in noise jmaunity which is observod when changing from emplitude to
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Fig. 4-7. R, is the ideal receiver for the signals Aw(t)
and Azo(l) and noise with constant intensity o ; R is the
ideal receiver for the signals A](f) and A2(t) and noise
with intensity o*(f); B is the four-pole with transfer
coefficient | K| =o°/a*(f)', B-] is the four-pole with

transfer coefficient K.
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us

frequoncy modulation (for short wavo oporotlon) must evidontly be nscribed to signel

distortion produced by fadinge

4-10. Optimun noiso jimunity for normal fluctuntion noise with frequency-dependent

.intensitz
Until this section, we

large number of very short pulses which have a constant intensity.

shovn that noise consisting of

Y
O R 2.

imp

(4-46)

if we take into account components with

(mutually) independent nornal random variables.

that here the

how the casec of the noise

Suppose that tho received signal cen again teko on tvio

amplitude of & noise component depends on its frequency.

have considercd normal fluctuation noise consisting of a

In Appendix D it is

pulses of arbitrary shape can be written as

*
[9_(31_‘_& (931-1 sin %‘-’- it + 9;:1 cos g;— 1t)]

frequencies from u/T to V/T; here the o™ are
This expression differs from (2-54) in

Yie nmow explain

(4~46) can be reduced to the case considered previouslye

walues Al(t) and Az(t), and

suppose that to the signal is added the noise \\‘*\,(t) with the intensity o*(f), which
1 ]

varies with the frejuencye.

in Figuro 4-7a.

(4—-AT)

for tho amplitude of 145 trenszfer functior, wvhere ko

equalizer trensfer

will be altercd; instead of the noise \‘(: .’(t) with intensity o*(f) acting at tho point 1,
’

we obtain ot the point 2

f£luctustion noise,

o, = oM (OIK(L) = Ky

j.e., constant intensity.
jzor; let them heve the
produces on

of error of

In this scheme B designates an equalizer, ie.0e,

x(f) =

function can be arbitrarye.

{beo noisc “;;,-O(t) wvhich

tut which has the intensity

The signals also chenge their form in going through the equal-
forms Llo(t) and Azo(t) at the point 2.
crror if snd only if the recceiver Ro produces &n errors

the receiver R for tho signals Al(t)

i

Vie use the roceiver R propared according to the scheme shown

a linear device which has
x

o

o¥(f)
is a constant. Thoe phaso of the
In going +hirough the equalizer, the noise

(according to Appendix 2) is also normal

ISR A PR

Clesrly, tho receiver R
Thue, the prohability

and Aa(t) end for noise with intensity

A ST

N, Gk ST 52
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o*(f) cquals the probability of orror of the rocciver R for the signals Am(t) and

Azo(t) snd for noise with intensity O, Thus, in order for tho receiver R to givo the

smallest probability of error, it is clear that we should choose the rocciver Ro to be

jdcal in the sensc of Scotion 3-2.

The receiver R just obtained is icdeal for roception of the signals Al(t) and Az(t) i

in the presence of noise with intonsity o*(f)s Tndeed, it gives tho lcast possible

ey r——erroer]

probebility of error for receivers cons
J
i

i

\
tructed nccording to tho scheme of Figure 4~Ta, l
and moroover, this schemo can be uscd to con

struct a receiver with the seme protability

of error es any other recoiver. In frct, an arbitrary recceiver R' (see Figure 4~7b)

is equivalent to the receiver shown in Figure ¢-7Tc, where B-'1 designates the lincar

) four-pole inverse to the four-pvle B, and the recciver with the diagram shown in

Figure 4-7c reduces to a receiver with the diagram shovn in Figure 4~T7a, Tho optimum

noise immunity is characterized by the probability of error of the ideal receiver just

obtained. Obviously, this probability of crror is thst of an ideal receiver for tho

signals Alo('b) ond Azo(t) and nojse with the intonsity o, which is jndcrendent of fre-

quency. The lattor probability can be deteymined by the formulas of Section 4-1, if in

|

|

|

\‘ those formulas wo replaco Al(t), !-z(t), and o by Alo(t), I\ao(t), and O _, rospoctivelye
|

i

In this section we have cxemined n method which takes into e.ccount verinble noise

‘ intensity for tho case of two discrote signals. This method also works for allthe

other cases considercé telow. Therefore, vwe shall horcafter not be concerned any more

with this matter.

4-11. CGeometric interpretation of the matorial of chaptor 4

In the case of two discrete eigrals, the domeins of the iceal receciver which -

| correspond to these signals aro determined by the irequality (4~1). If instead of

the inequality sign, we write on cquality, then the points corresponding to the waveforms

X(t) defined by this equality will form a plane., This plane, vhich is perpondiculer to

the line joining the signal points I-.l(t) and Az(t) is a boundary plano, dividing the

dorains of the signals Al('c) and I:z(t). In the case where tho signals ere equiprobable,

the plane passes through the midpoint of the line joining Al(t) and ;2(1-,). An error

e K AT LY T
ST L L

o Gae oazas
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occurs when the noise voctor adds to th

a resultent vector with & terminus

all diroctions of the noise vector are equi

of orror depends only on the digtance of the boundary plunc fr

equivalently, on the distance tetween the signals,

as already showne
In the case of transmission with & possive Spaco,
signals is ZOTO.

Azl(t) , which

In this case,

Al(t) and the origin of coordinates.

4-8), we posed ourselves the problem of finding

radius vectors not oxceceding & ¢

distance between the ends of these vectors. Naturally,

taking radius vectors of the maximum possible length,

directions, 1.0., by setting one of tho vectors equel to

CHAPTIR 5

NOISE IMUKITY FOR SIGNALS WITH

5-1. Genersl statement 9_1‘_ the Broblem

In the preceding chapter wve considered the noi

signal can take on only two valuocse

vut for the more general casc vhere the mes

question,

Let these signal values be

can have m discreto valuese
md1sery - ——

(5-1) NGNORET SOR

and let us find the probebility of error for the recepti

k3

in Chapter <. This probabili‘b

jdeal receiver considered

4the optimum noise immunitye

Suppose the signal z\l(t) vas scnte Then the wavefo

(5=2) x(z) = 1':p.9(t') + A (E) .

e radius vector of tho transmitted si
lying on the other side o
probable, it is natural that the protebility

e
i .0.,00the quantity (Al(t)-Az(t

the radius vector of one of

the optimum noise jmmunity depen
To find the optimum communicat

ertain quantity in length,

so immunity for

In this chepter we are concerne

4

gnal and gives
£ the boundary plane. Since

om the signal points, or
3
N

e e 9

the

ds only on the quantity

determines the distance between the end of the radius vector of the signal

jon system (Section

the system which uscs tvio sigpals with

and which has the maximm

such a system is obtainod by

and then orienting thom in opposite

the negative of the othere.

JANY DISCRETE VALUES

the case where the

d with a similar

sages and therefore the s ignals

on of such signels with the

y will obviously characterize

m ecting upon the receiver is
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Then clearly the receivor will reproduce tho mossgge corrasponding to the transmitted
signal Al(t) if (according to Section 3-2) we have
T e T (22
T (X(E)-A, (60)° - o® 1 P(a)) < T (X(6)-A;(6))° - o 1n POA) .

for 81l J ™ 2yecco™- An orror occurs if even one of the inequalitics (5—3) is not satis-
fied. Substituting the value of X(t) from (5-2) into Eq. (5-3), we obtain aftoer some

manipulation

P(Ay)

P(Aj)

The probability that this systom of jnoqualities 1is fulfilled is the probability of

—_—
(5-4) 21 wp.,,(t)(Aj(t)-Al(t)) CT (ayle)-hy ()7 + ot

correct reception of the sipnal Al(t) with an idcal receivor. Similar relations obtain
for the other sippals. In the goneral caceo, the size of this probability is given by
integrals which are not cvalueted. Thorefore, in what follows we shall examine only the

rost interesting special cases.

5-2, Optimum noise immunity for orthogonal equiprobable signals with the semo energy

Yie now consider the case where

"2 - 0% T ()
(5-5) TR () = Ay (£)A4(6) = O P(A) = 1/
for 3,3 = 1, 2peecs ™ but i £ je In this case, using (2-60) and (2-61), we oasily
roduce the inequality (5-4) to

TN 2y 2 270

o V2T Aj(t) 8y-o0 \2T Al(t) LN 4T (Aj(t) + Al(t)) .

or
(5~6) Gj-el(\/‘ZQ/o .
for § = 25 Bs secr T where the ej are (mutually) independont normal randon variablese
Suppose 8, satisfios the condition
(=7 yLo Ly+dy »

According to (2-34), the probability of this is

(5-8) 4‘—:— oxp(~y2/2)
) .

. [ PR T e \
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In this case, for tho j'th ineguality (5—6) to be gatisfied, we must have
VZQ

(5-9) o, <y -

Accorging to (2-48), tho probability of this is

(5-10) 1-vELey) .

Since al}l the ej are independent, the probability that all the m - 1 inequalities (5~6)

and the incquality (5-7) are simultuncously fulfilled is
4 2 5 =1
(s-12) S apef) [1-vERen ]
Veu

From this it follows that the probability that all the inequalitics (5-6) are satisfied

for arbitrary 91 is
+0

1 Eo -1 2
(5-12) P(A.l correct) = -v;‘ I [1 - V(-\—T + y)] exp(-y /2) dy -

o

-00
This probability is the protability that the trensmitted signal Al(t) is correctly inter-
proted by the ideal receiver. In the cese under considerstion, this protability is the

same for all the symbols and charactorizcs the optimum noise immunitye

5-3. Fxample of telegraphy using 32 orthopo ral signels

On the basis of the theory presentcd in the preceding scction, wo now calculetc the
optimum noise jmmunity for the case of telegraphic comunication whero the signals charac-—
terizing the scparate letters all have the same encrgy Qz and arc orthogonal to one
another. This will be the case if the letters sre transmitted as sine waves which have
the samec amplitude Uo and duration To for all the letters, but a different frequency for
each letter. Under these conditions, the wavoforn representing the k'th letter is

Ak(t) a Uocos(ukt + ) for o$t$x° R
(5-13)
Ak(t) =0 for t{0 or t ¥ .
o

The scalar product of the wsveforn Ak(t) and the waveform !-i(t) correspording to the

itth letter is oqual to
+‘1‘/2 UZ
A = - O
(5-1a) A (£)A (8) = 5 j A (YA (t)at = 2
-T/z 27

l"sin(mk-wi)—ro *sin[(ask+mi)‘to+2¢] —s-in 2¢!
i 1

| (A)k" mi Qk‘ Qi

*
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Fig. 5-1. Probability of error with the ideal
receiver for 32 signals with the same a priori
probability. Curve 1— transmission of ortho-

gonal signals; curve 2 — transmission of five

two-valued pulses.
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If we assune that (wk-mi)‘ro/‘z'n and (mkﬂ)i)ro/ZI are integorc, then the waveforms Ak(t)

and Ai(t) are orthogonal, since the expression (5-14) will then vanish. Obviously, theso
waveforms can also be regarded ag orthogonal if (wk—mi)-co/Zn is en integer and o 4w, >>
Imk-mi]. Thus, the signals are orthogonal if their frejuencies aro soparated from one
another by multiples of 1/1:0, and if their ruwms are much greatcr than their differences.
The signals are also orthcgonal if the separate letters sre transmitted as arbitrary

waveforms which do not overlep, for in this case obrviously

+T/2
(5-15) R E)R (8] = -r{z A (E)A, (E)at = 0,
since for any t at least one of the factors insice the integral vanishes. Furthermore,
if we assume that the probability of transmission of cach of the signals is the same and
that m = 32, then by numerical integration of Ej. (5-12), we obtain the result reprosented
by curve 1 in Figuro 5-1, whore the quantity Q/c is plotited as the abcissa, and the
probability Py = 1 - P(Ai corrcct) is plotted as the ordinate. Later we shall compare
the probability of error obtained in this way with the probabdility of error for other

meens of communication.

5-4, Optimum noiso immunity for compound signals

Vory often complicated signals consist of a soquonce of simpler signalse. Thus, for
example, in telegraphy tho signals correspondirg to the letters and charecters almost
always consist of separato two-valued olementary signals which follow each other in
sequenco and have thc samo longth. Ve now find the optirmm noise immunity for such
signals. Vio begin with the genernl case.

Suppose thet the first clementary signal which makes up the compound signal can have

one of the following values:

TNy

(5-16) By (t)y By(t)seces B (t) ©
Suppose that the sccond elcmentary signal begins at a time < after the boginning
first signal. Thon it will obviously have one of: the following values:

(5-17) Bl(t—'r), Bz(t-r)..... em(t~c) .

PSR i D riin AL T S R R B it
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Finally, the f1th elementary signal will have one of the following values:
(5-18) Bl(t-ﬂ-tﬂ'), Bz(t-,ttw)...., Bm(t-ltf‘t) .
1f the compound signal consists of n elementary signals, then clearly it has the following

forms

(5-19) Bn(t) + Bkz(t-rt) + aee * Blm(t-m:ﬂ) .

where kl,...,kn are certain integers which can take on valucs from 1 to m, depending on

which compound signal is sent. In tho case under consideration, tho compound signal can
havo n® valuos. Vie assume that the scparate elementery signals which follow cach other
in sequence do not overlap. Under these conditions Bi (t-«t) and Bj(t—,f_-c) will be ortho-~
gonal for arbitrary k-y‘!, as wag shown in the preceding soction.

we mow find the probability of error for the compound signal considered here, when
it is received on an jdeal recceivers. Obviously, for the compound signal in quostion to
be received without error by tho ideal receiver, it is necessary and sufficient that all
the clemontary signals of which it consists bo received without error by tho receiver.
Ye now show that errors in the scparate elementary signals are independent under the
conditions being consicered and for reception with the jdeal roceiver. In fact, according
to Section 5-1, if the p'th elementary sipnal has the form

B, (- fr+1) »

then it will be received without error on tho ideal receiver provided that tho noise has

values such that the random variables

(5-20) Vi, () @j(t-ﬂ'c'r't) - Bi(t-lr*‘t)] s J =1y 200l

have values satisfying the inoqualitios

(s-21) 2T W, (&) o (e 2o - B, (¢~ -m)]('r[(sj(t-lrn) - nigt_ L))
2, POy

+0 1ln

P(B

(®5)

Moreover, the k'th elemontary signal, which we assume hes the value
Bi,(t -kt + 7T)

will be receivod without error if the random variables

v, (8 (B (t-ke+s) - B, , (t=ku+r)]

i
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AN ¥ coni ~

BT et

heve values setisfying the jnequalities

P e Lk P 4 e S O K a3 ey AT wh R T

(5-23) 2T, 4 (t)[B (t-krer)-B  (t-kt+x)] < 1[B (e-krat)oB, , (-kesc)]° + o 1n Pes) .
He J i J i P(Bj)

Since the functions in the squere brackets in the expressions (5~20) and (5-22) are
orthogonal, then, according to Scction 2-4, these oxpressions are mutually independent

random variables, which mecans also that the jnequalities (5-21) and (5~23) are satisfied

indcpendently of cach other. This proves the statement made about the independence of
the orror provabilities of the separate elementary signals.

The probsbility of corrcct reccpticn of each elementary sipgnal cen be determined
by the methods presented earlier. Obviously, in the case boing considered, these proba-
bilities are the seme for 211 clemestary signals (wo assume that their & priori proba-
bilities arc thc came) and erc depoted by P(corr. elem.;. Sincc as remarked, errors in
the separate elcmentary signals are indepeondent of each other, then obviously, the probe—
Lility that all n elementary signals which form one compound signal are correctly received,
je.ee, that the compound sigrel 13 correctly received, has the form

(5-24) 1 - Py = [P(corr. clem.)]” .

5-5, Exemple of & five-vnlucd code

We pow apply the theory of the preceding section to fe me tclegraphy using & five=

PRI

valued code, In this comrunication system, the signal corrcsponding to one character

consists of five clementory =3-11ls, which follow one nnother in sequenco, and ocach of

which has the fom discussed in Section =9, e shall asswre that the probabilities of

(D bk et ber

botn values of the clementary sigaul are tno samec. In this case
(5-25) P(error elem.) = V()

where a is defined by Zie (2-34), end

(5-26) o =/ o

whoro Qz is the energy of the elementary signal, orovided that the frequency differenco
D

is such that the term in curly brecicts in Ene (44-4‘1-) equals unitye For this neans of

. . n S .
comaunicrtion, the sigaal see have @ = 29 2 32 differcnt versionse

;e now compars the optimua noise immnity for the signals in question with the noise

P R T

vaprpet

¥ fe st
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jmmunity for the orthogonal signals studied in Soction 5-3, vhiich can also have 2

different vorsions. To do this, wc expross ’l in torms of the specific energy of

tho whole signal by wntxng Q Qi . %o obtain

(5-27) = 0,2 Q° /o '

whonce, nccording to BEjse (5—24) and (5-27), the probability of orror of the compound
signal is

(5-28) Pp=1- [P(corr. olems gt -1-0- v(Vo.Z o]’ .

The value of this quentity 1s given by curve 2 in Figure 5-1, whero Q/a is plotted as

the abcissa and Pp 8s the ordinate. Comparing this curve with curve 1 of the zamo figure,
which gives thec probabxlxty of error for o similar systvem with orthogonal signals, we soe
that the orthogonal systcm is more advantageouse To obtam tho same E____a_bx.lxtz' of error
vi_____imglg_ o_r_\i_hg_@_g?}‘ system, we need 8 il;g\al energy f nﬂorox.matelj 35 times less then with
the co@owxlw_a—l_. _@.t_hggmz}_u_ni, the bandwidth _ic_u}uod by the ¢ __nyound _E’_-EL'L]: is
approximntc_)' 3 times less, S since in this caso jnstead of 32 frequencies ve necd transmit
only two froquencies, and nmoreover, tne sigoals on those two frejuencies have to be only

§ times shorter than in the caso of the orthogonal signalse

5-6+ The optimun S stem for signals :uth meny discrete values

Yie now find tho optimum system containing m signals, just as in Section 4-8 we found
the optimum system -containing two signelse Suppose vo have a system of cquiprobable
signals
(s-29) A (6D Ay (E)eeers A () .

vio sha.-ll show how to decreaso the average energy of those signals without ohanging the
optinum noise immunitye. Tho optimum noise immunity 1s defined by the probnbili.ty that
the inequalities (5—4), which involve the signal differences, 8re satisfiede Thus, if
we introduce the new signals

(5-30) AL(6) = A, (8) + BEE)

then the inequalibies (5—4) are not changod, whioch means that the optimum noise immunity

for tho signals Ak(t) and A;‘(t) is the same. Geometrically, this means that if all the

e e e G e
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points corresponding to tho signals undorzo parallel tronslations by the samc amount,
then thedissancos botween them and the optimum noisc jmmmity determined by theso dis-

tancos, do not change.

‘o now find what the waveform B(:) should bo to make the avaruge cignal energy

2 T 2 2
=31 Q= - AC (e
(e-52) av. m yZﬂ‘ i (*) /

a minimun. VUsing (5-30), we obtein

e i et i et

M m
(5-32) Q% - %{%Aﬁ(b) v 2 [%‘;Ak(t)] B(t) + m B(t) },

——

1f we change B(t) while koepiag Bz(t) constant, then the first ond last terms in the
curly brackets do not change, and & minimum is obtained vhen B(t) has the opposite sign

m
toz Ak(t), 1,04, When
k=1 m
B(r) = = % 25 A L)
=1

where \ is & positive numbere Subsbitusing this value of B(t) into (5=32), we obtain

e

% 0 -1 }inf W (e) - (2n - %) Zni',-; *)
(5-3%) avo o mlig ok i - =1 X )

Sinec in this equality the oxpressions under the overbars Brc always positive, Qi' is a

2. fos .
minimum when 2\ ~ m\° is a minimra, leCe, wheun N = 1/m. Thus, to make the averadps energy

of the sipgnals Al (t) o minimuz without changing the noiso immunity, we must take
ol vhe 26~k 8 mpimie ¥ obiE he no1so UWMEILELY "~ ——0 ——

', 1 &
(5~34) ae) = A (0) - 3 %-:1‘ AE)

1t follows casily from this relation that

[
14

m
A (h) =0 o
k=1
w.e now study the systaa with n signals which has the minimum averago energy for a

ziven optimum noise immunity. Since wo aszume that all the signals are ecauiprobadle,

w6 can stipulate that such a system consists of signals «hich are cguidistent from
consists of signa’s TR0 . T T

Sl bk meam Smron
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one another’. Take an arbitrary system of signals which aro equidistant from ono another,
one o .

say the system

(5-36) B, (t), B,(t)eeees B ()

for which

(5-57) r (5,0 - B =8

independently of i and k (& f k). Vie now aslcerbnin how much the energy of the signals

of the system can be decreased without changing its optimum poise immunity. Te form

tho system of signals
m
(s - - }-
(5-38) B, (%) B,(+) - & % B, (t) -

As already shown, this system has tho samo optimun noise immunity as the systom of signals

t
Bi(t). The energy of tho sigosl Bl(t) of this system is

2 B z
T B, (6) = —32- [(=-1)5,(¢) - B,(E) = eee = B (&))" =

T 2 TN L ey Y
= _;2- [(=1) Bl(t) + Bz(t 4 cee *+ B-(t) -

- 2(m1) a_l'(t?)'is;’({)” - z(m-l)sl(e)ss(tj — aes
ves = 2(m1) Bl(t)sn(t)

+ Zaz(t)Bs(t)‘ + zbz(t)so‘(t)' +oaee zsa(t)n;(éf

+ zas(t)%(t')' +oeee * 233(1;)Bn(t) +

ssvacecscven

Yoroover, bearing in mind that

D vv S FAY -
(s-59) 23 (DNBg(8) 7 By(8) + B(®) - (oD = B2) + Be) = B
«we obtain after some simplification

—_—
12 n-1 o2 2
(5~40) T8, &) = 5B = e .

% The fact that the signals are equiprobable does not imply that they are equidistant
from onc enother, 88 might be jrferrcd from the viording of the text. If, however, %6
essume that the signals are not only cauiprobable but have “he same prebabjlity of b°3n5

correctly recoived, it follows that thoy dre equidis ang from one anothere Trenslator
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and similarly,

(5-31) T B2 (4) = “’i% p2 =i, .

s 2
Thus, all the signals B; (t) have the ssmo energy Qe

To find the optimum noise jmmunity for this system, we form the systom

(5~42) B)'(£) = By (%) + C(t) s
taking C(t) to be orthogonal to 8ll tho B;(t). Yorcovor, let us choose c(t) so that

all the signals B;'(t) are mutually orthogonal, i.0e., SO that the equalities

B;'(b)B;" &) = B;(b)B;‘(t) +C2k) =0 Li¥ Xk

are fulfilled. To do this, we must have

F) - - L) - 3 @ ayen” - 3 B(e) - 1 B8

But we have

(5-43) @B, = (5, (08,07 =8/

s0 that

e = WL i
(5-4) 1) - B~ S0 £ .

Thus, we can always ochoose c(t) so that the sipgnals B;'(t) are mutually orthogonale

For this systom, the energy of the signals is

(5~45) 2, -1 32(t) =T BI2(8) + T c2(t) = 2L -
B i i

Thus, the signals B;'(t) havo the same cnergy and are orthogonal. Yle have already found
the optimum noise jmmunity for such signals. It is given by Eje (5-12), whoro in this

case we must substitute

2
Bt

2
(5-46) Qz =Q - %— 3
The systems of sigpals B;(t) and B;'(t) have the same optimum noise immunitye

Thus, all systoms of m sigpnals which aro equidistent from one another and which have

the same 3 have the same optimum noise immunitye Systems of this type vhich have been

obtained by tho transformation (5—38) have the least possible average Signal ener
o = 222 12

givon by (5-41). Theso ero the optimum systems (at least emong tho femily of systoms of

equidistent signals). The optimuwa system of signals Bi” (t) given by (5-38) can be

. B o
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formed from an arbitrary equidistant cystem Bi(t). for cxampleo, {rom an arbitrary system
of orthogonal signals which hnave oqual enersies. The optimum system is somewhat better

than the orthogonal systeme indeed, for tho some optimum noise immmity, the signal

energy in the optimun system has to be

(47 2, - kot

whercas in the orthogonal system it is

(5-49) =2, =0°2

ieCey m/(n-l) times lerger. lowever, for large m, this difference is negligible. The

system considerad in Section 4-8 is the special case of the optimun system for m = 2.

5-7. hpproximate cvnluation of optimum nnise immmity

The method of calculating optimum noiso immunity discussed in Scction 5~1 is often
of littls practical usc, since in concreto problens the calculation of the probability
that the inejualities (5-4) arc satisfied presents great mathomatical djifficulties in ’
many casese Thorefore, it is somatimes useful to havs available a simple method of
obtaining an approximato value of this probability. we now discuss this mcthode

iIn order for an error to occur vhen the signal A (t) is sent, it is necessary that
one or more of the inequalities (5-4) fails to bhe setislied, whero ve roplaco the index
1 by ie rlternatively, it js necessary that onz or -0ore of the reverse inegqualities be

satisfied; these reverse jnequalities can be written after somo manipulation as

S ] ————s P(Ay )
(5-49) o\ﬂ—“\/(n (8)-A, (£))" &5 )T (A (5)-h, (£3)7 * o* n ;(T)' V5 * L,2peenem iF D
J

According to (2-47), the probability that the j'th of these inequalities is satisfied is
equal to

(5-59) P = P(eij S uij) - v(aij) .
-

V102, 6

(5-51) a5 = e + 5

whore

p(,. ) Lm))

As is well lmovm fron prooability. theory, the probebility P that onc or more of the
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ovents El, EZ""’ Em occurs always lies between tho bounds

m
P(Ek)muS p< yZl P(E)

where P(Bk) is the probability of the event Ey, and P(EJ-)mux is the largsst of the probo-

bilitios P(El), P(Ez),....P(Em). Hero P eguals the quantity on the left side of the in—
equality if the occurrenco of one of the cvents nocessarily implies that of the other
evonts, end P equals the quantity on the right side of the incquality if the ovents
El,...,Em are mutually exclusive. Using this, we can conclude that the probability

PE(Ai) that one or more of tho inojualities (5~49) is sotisfied, or equivalently, that

the trancmitted signal Ai(t) is incorroctly received, satisfies the inejuality

m
£

(s-52) (P Dax € P(A) € 3% By oo
vhere P, , is defined by (5—50) and (P, .) is the maximun value of P, . vhen the index

ij ij'max ij
j rangos from 1 to m. Vie note that in the inequality (5~52) the term Pii. should be
omitted, since i £ jin (5-49). This is accomplished automatically by setting Poy = 0.
Multiplying tho inequality (5-52) by the probebility that the sipgnal Ai(t) is transmitted,

which we decsignate by P(Ai), and adding the resulting cquetions for 1 = l,eee,m o WO obtain

3 m m
(5-53) i(?i )oax P(A5) € Pg D MDIR (R
S 3 s e T S

where
m
(5-54) Pp = Z PE(Ai) P(Ai)
i=1
is the probability of error for the signals in question and for reception with the idoal
receivers

5-8, Example of the transmission of nunerals by iorse code
Examp C = ~— o

As an illustration of the method used in the preceding section, we determino the
optimum noise jmmunity for tho trensmission of pumerals with the use of lorse codee
Herc wo shall assume that the emplitude of ire signals is Uo' that the length of & dot
is T, » that the length of & dash is 3—:0 , and that the space between a dot and & dash

in one numeral is also T,e wie shall assume that the probability of tresnsmission is the
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Ay |30 4 2P Py
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i
game for the various numoralse i

Yie denote the signal corresponding to the numeral O by Ao(t). to 1 by L.l(t)' to 2

- by Az(t),..., to 9 by Ag(t). Then, #s can easily be voerified, if wWeo subtract the value
of the signal corresponding to the numeral J from the velue of the signal corresponding g
’ to the nimoral i, and if we assums that the jnitial times of the signels coincide and that |
\ the fregquency of the wavoform 1s much grester than 1/10, we obtain ‘ . ‘
’ (5-55) T (A, E)-A (t))E -V
k] i 3 o © S
|

' where the Qij are givon in Table 5-1. ThuS, according to Ple (5~51), for this case

we have ﬁi “oto .
oy =V B TVt “

where

: (5-56) SN v A WL B
whence it follows that

(-57) b, =TI PR Fio |

and Pii =0 , 88 already pointed out. On the pasis of this data, we can construct the

following table (Table §-2), whore we have written
(5~58) P - vivaa') -

Then, keeping in mind that in this case P(I-.o) = P(Al) = e0s * P(Ag) = 0.1, and applying

Bl. (5-5)s ¥O obtain

<
(5~59) 0.8P; * o.zyz\st 1.€Py + 2.6P, + 1.6Pg * 2.2P, + 0.6P; *

2

The bounds for Pge the probt\bility of incorrect reception of & mmeraly given by theso

3noqualities, aro displeyed 8s functions of a' in Figure 52, As is evident from tho

figuros t he bounds for Pg lie quite clos¢ togothers These curvos allow us to deterning

the avo:ago percentage of jncorrectly rcceived nunorals for the case of the idesl rcceiver,

for a given signel bto noise ratic o and for a given koying speed (on which the quantity T .

) depends). 1f we oarry out articulation ex‘periments jnvolving the reception by ear of

signals represent:‘mr nunerals in +tho presence of mnoise of tho fluctuation typo, then the
percentage of numerals which are sncorrsctly written dovn must be higher than 100 Pg » 85
determined from Figure 5-2. BY corperirg thesc data, WC can determine how close the noisc

jiceunity for aural reception 15 gn the opbimdt noise jrequnity, 1eSes how much one can hope
to increcase tho poise immmity of this kiné of colzrunication by improvilg receptions

JUSRDPPRSRREIS St

“‘ 1‘ ;»'E R el
2 .ﬂl - oyt T

~
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pART 111
TRM‘ISIAISSION OF SEPARAT® PARARZETER VALUES

CHAPTER 6 A

GE:ERAL THEORY OF THE INFLUENCE OF HOISE ON THE TRANSHISSION OF SEPARATE PARAIETER VALUES
6-1e _Gcneral considerantions

in the prcceding chapters Vo considered the transnission of discrote mossages and
signelse In this poart we shall consider the transmission of a nessage vhich is & para~
moter ¢hich can take on ony value within cortain 1imits, and whore the parumoter is not
e — e —_— S pbiauttanteny b Pafotisdaiutery
trn.nsmitted continuously 4n time, but has its jnstantencous values trunﬂ.__svnitted st certain
time jntorvals o wiith @& aifferent signal being vsed for the {ronsmission of each valuee
tame 2 ——
For exanples in tolometering wie have to deal with sransmission of this typee In this ces®
the sigoel is & function of time and of tho gransmitted paraneter \, Which is 2 constant
for a given signale. %o shall writo such & signal 88
(6-1) At .
1If the noisc "';pq(t) 35 added to this signals tnen the waveforn acting on tho rocciver is

’
(5-2) X(t) =W q(t) + E(E) -
By

Clearly, ¥¢ would gebt tho some waveforn x(t) if another pammetcr, say \', v@s pronsmitted

and if the moise took on a valuc “:1 Q(t) such that
1)

(6-3) o (p) + AN i) = x(t)
BoY
This is alvnys possible, sincc &s already reaarked, normal fluctuation noise Bssw9s sny

valuo with sorno pro‘oability. 1t follows from what has peen said that in the presonce of

e £t A o

noise ono c&n never determino with certuinty from the received signal -4het velue of the
paramoter A vas tronsmitted.

In this chapter vi¢ shall determine the proba'oility of the trmsmitted p&mmotor
having SOR° valuo OF other, vhen the received weveform is ¥nown. %O shall find out vhat
proporby the receiver should have in order bo rcproduce tho most probable parmaetcr valuc,
givon 8 received wiaveforie W€ shall call such a receiver jdcal, Then We shall find the
apount of erroft obtained vhen the ides} receiver is used to reproduce the parametcre tie

shall sho¥ that tho mean squarc €rrof has the suallest possible value for the jdenl
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receiveTs and we shall find this gmallest wlue. This lcast possiblo orror will dgepend on H
o

the signsl form, 8nd will c’hamcterizo the optimun noise jmenunity for the given signole

The materisl considered in this part will also Yo uscd extensively 1etor in studying the c- %

noise jrmamity of telephonic com\mication with pulse modulatione

- G—Z.cheminutio_n_ c_a_f." the nrobo.bilitv gf_ the trunsmi’ctod Rammeter

Let the transmittod purameter A boa aimensionless quantity which can xako on BNY

value from -1 to +1 with the samo proba‘bilit_v. clearlys if these conditions are not satis—

ried, then theoy can vo satisfied by jntroducing ® newy paromcter and suitably modifying the

calculatione e assume that whon the pnramc\:er which is to be trzmsmitted 1ies in the

rang® (x/m) < AL (k+1)/m. where k * —m,-m+Lyeee ,0p00e -1, WO send instead the paramcter

N (x/m). 1IN tronsmission of this typo ¥©° gt 1 xrors which do not excoed 1/m, which 15 i
1

entirely pemissible if m is chosen 18rie cnoughe Obviouslys under these conditiorse tho ‘

gignal con nave the 2m discrote values

AO8) = HE)

and we con apply to it the considerations of Chapter 3« Thus, 3f ve asswune that the

received wavoform 18 x(t), thens according o Eqse (3-10) and (3-7)s the probability

that the tre.nsmitted parameter hes the value )\k' which means thot the yrancoitted sigpel

wias Ak(t), 35 equal tO the quantity

— T
1 A
exp| ~ ___’,_._————-“"‘02

Px(hk) = Tme

— ———%
Ve
5 1{ r s Y
L=m ¢
as follows £rom the conditions

P(A_m) = eee ® P(Ao) = P(Al) 2 eee ™ P(Am_.l) .

sfied BY the signals under consideration.

1¢ follows from this that the probubili*.;y thet whon x{t) is receiveds the trenonitted

- which are sati

parametar 2 lies in the range
ALANGN
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/m. 3s cqual to

PN . —_—
5 m{_ 2 () /m) ) ]

where A' < k'/m and At = k''

(4]

Ye=ic?

P_(% ONANT) =
S p{_ T(x(t)-a(kg_n.t))z

o>

k=-m o
if we mltiply thc numerator and donominstor of this fraction vy &\ = 1/m, ond let

1/m approach zoro, the sum3 approac
!

N —
I exp[ T(x(t)-ﬁ(x 8 }
0

Now
and vic obtain

L integralss

- _——————--——

P (')\' ()\()\l') = _1__/_.
{ T(X(t)—A(X.t))

(6-4)
exp

2

P Ul d), ve arrive at the oxpression

setting
—
exp{ T(x(t)-;()‘ot)l } a

[

e

0

(6~5) rx()_- CACAY + AN) = T/
S e xp{_ T(X(t)—A(\,t))E }

-1

or
P 1{ zmﬂwﬁ)i]
x e}

(6-6)
t on A and te

1 the values of the t
a vaveforn x(t) thero

in tho jntervel

depends on %(t) but no
ja that if we divice al

whore Kx is 8 constant which
ransmitted

rom vwhat has been st

1t follovs T
s of the semo length dX,

then to the rcceive

rameter into snterval
ramcter M which lies

pa

corrosponds

rost often the value of the transmitted p®

3 CALA_+ Ak
= xm

for which the ) is 8 maximum.

vhoro A p js the valuo of the pareameter kX function Px(l'
£ the transmitted parareter A, Tt is clesr

Yie shall call A the most probable valuo ©
xn o8V P e ——

5-6) that the quantity

from B.
e
) - aME))

(6-7)
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has its minimm velue for A = )‘xm'

A are continuous in 2, then olearly )‘xm

(6-8)

where vic havo vritten

(6-9) MO 0t) = {a\ AQN, t)}

The receiver which,
most probable value of the peremetcr, ieCey

(6~7), will be called the ideal receivers
recelver.

6~3. The function P (2) neer the most pr robable velue X

vie now find tho quantity P (A) (introduced in Section 6-2) near its meximums f1eCey

near the most proteble value \ = )‘m'

;e (6-6)e IL We asswme that N is near )‘m'

(6-10)

Substituting this expression irto Eqe
we obtain ———
(X))

(6-11)

\
Px (&9 Kx exp

If this function

must satisfy the equation

{%‘; (x(t)-a(xft’)ﬂ o e
xn

depending on the rocoived vaveform Z(t), alvays reproduces M\

the value which rininizes the exprossion

The generel form of this function is giver by

we can write
A\ E) = A(X b)) + Al(x R IC IR ) .

(6-6) and taking jnto account

t)) —T.‘*X (x
&2

and its derivative with respect to

————

ENE O et) = O

, the

the rolation (6~8),

s Oy i

_.._.—-

'y exp[ __ﬁl_é-—-'--. -2 ] .
[¢]

.8
vihere I.
X

Goussisn curve jn the region where EQe. (6—10) can be considered valide

jntensity o is sufficiently smoll,
large in absolute value outside

neglected outside of this rogion.

Px(l) as teing given by 2 Gausgisn curve everywhere,

calcwlated from the coxdition

+0
1P (\)ax = 1.

-

(e-12}

js a constent whicn does not depend ©

the cxponent in ZASe
the region of velidity of Eie

Tn this casC,

n A Thus, the function Px(k) oboys &

if the poise
(¢~6) and (6-11) becores SO
(6~10) thot Px(x) can be
we cen regard the probability function

end tho constert K cem be easily
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Substituting into this equation the value of Px(l) fron E1.

—— -

find

V)
A8 »
(6-13) x; I S
Vr o
sufficiently small noiso
S
2
\/TA (__,t)
R Px(')\) - ._.-__X_____,'E'——-
JVio

ould be mentioncd that in this

Thereforo, for

(6~14)

it s

only to tho oxtont that the quuntity )‘m depends on x(t).

In these calculutiond,

vyalues of M lying betwoen -0 and +we.

small oo In fact, Px()‘) must always venish for A{~-1 end A7 +1,
(6-13) end (6-14) con give & big error when N is noartle

obtained in this section and in subsequent scclions pased on thic one, rojuiro ampli-

fication in the case vhore lm 3s ncer £ 1.

G-4. Error and oghimum noise }munitx in the p

Supposo that vhen the weveforn %(t) arrives, the receivery vhich is not neceesnerily

jdoal, reproduces & paramctor )'x’
the resulting moan SQuArc oTTor .
bability thet
This
has on OTTOX lying in the intorval x-xx,

squaro error bm is given by the cxpression
+1 +1
62 = S O-n )PP (A)aN = s

m %! "x
-1 -1

+1
g Px(l)dk =] o

-1

As is evident from this fermuls,

intensity, we can assume that

K A Lt
exp|- -(;?“——l- o) ] .

cano Px()‘) depends on tho reccived waveform x(t)

vwie escuned for simplicity {hat D3e

However, this will not alweys be true,

resence Oof jow intonsity noise

which is a function of tho waveforme
s elrcady remarked in Secticn 6-2, Px()\)dl is the pro-

if X() is received, the transmitted parameter lios in the

Md')\-)\x. Thorefore, in this

(6-11) and jntegrating, we

(6-11) is valid for all
oven for
which nmeans that se

Therefors, tho results

\’e now detormine

interval A h+dhe

is also the probability that the value of the paramcter reproduccd by tho receiver

cese, the mean

+1

2 - 2
AP (N)dX = 2Ry _( X (M)ah + X
-1

6:1 vearios with the choice of Xx in accordancc vith &
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parabolic law, and has a minimm for scme value A= Xxo' Differontiating 5: with respect

to )‘x' and setting this dorivative squal to zero, we obtain an ejuation for \xo of the

form oY

2
NV S NEE N XL R

whence -1

+1
(6-15) L _f M’x(k)dl »

-1

or, what amounts to the same thing, Xxo is the aboissa of the conter of mass of the aroa
under the curve Px()\). \Ye shall call )‘xo the optimum value of the paramcter Ne
If the waveform X(t) is roceived, thon the minimum valus of the nosn sjuare orror,

which is obtained if the receivor reproduces the value )‘xo' is givon by the expression

+1

(6-16) o2 = X (1-xxo)zyx(x)dx .

-1

1t should be remarkod that in the caso where PX(X) is a symmetric curve with a single
maximum, then the abcissa of the oonter of mass of the curve obviously coincides with

the abcissa of the maximum, which nmeans that in this case

(6~17) A

-1 .
Xxo xm

Thus, according to the result of the preceding section, we csn assert that when the noise

1s sufficiently weak, in which case Px()\) obeys a Gaussian distribution (vhioch is sym=

metric), then )‘xo and )‘m are equal, and the jdeal rocoivor gives the least moan square

error. Using Eise (6-16) and (6~14), we can find that this error is

2 02

(6-18) 5. =
= 2T A)"z (xm.t)

This is the least possible error for suffici_e_x_r_t_lx imll g. _I;h__i;s_obtainod with the idesl

roceiver and obviously detorminos the optimum noise jmaunity in the prcaeaco of weak noiso.
RAAALAA R _— e 2=

Here, and in what follows, we understand woak noise to be noise that has an intensity low

enough to make the considerations of Section 6-3 valid. As is evident from Bl. (6-18),

the optimum noise immunity for transmission of a parameter is proportioml to tho specifioc

enorgy of the wavoform A;(Xm,t), i.0,, of the derivative of the signal with respect to
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the transmitted parameter.

Using Eq. (6-16), we ocan also determino the nean square orror for large noise inten—
sities. However, it is difficult to use this error to ovnluate tho optimum noise irmmitye.
The point is that for large O, the charactor of the function Px()‘) begins to depond om the
received signal X(t), and therefore tho quantity & givon by Bi. (5-16) also deponds on
x(t). In this caso, in order to evaluate the noise jmmunity, we must also avaluato the
probability of the various values of X(t), which leads to a series of mathematical diffi-

oulties. In Chapter 8 we shall rcturn to the problem of the ovaluation of the optimm

noise irmunity when the nolse intensity is large.
Tie now find the probability that, in the presonce of wonk noiso, the idoal receiver
reproducos the value of the transmitted paramster with on error oxcooding € in absolute

value. Obviously, this probability is ejunl to
e © +1
p(ls] 7€) = j P_(A)ax + J PO .
-1 lnﬂ;
Using B3. (6-14), and kocping in mind the notation used in Eq. (2-47), we obtain
J 2TA )
A (0 et)

(6-19) p(ls]De) = 2v —— e | = 2v(e/s_,) -

6-5. Second mothod of determining the orror and optimun noiso immunity in tho prosence of

low intenai_{iy_ noise

Therc is a second mothod of finding the size of tho orror for the caso of transmission

of a paraneoter in the presoence of low intensity noiso. Although this method gives a rosult
which coincidos with that alrocady obtained, we shall examine it anyway, since this mothod
is interesting in its owm right, and since we shall uss it lator, albeit in a more compli-
catod form. As before, let the signal A(\,t) reprosont some transmittod paramotor A. The
noise W . o(t) moy or may not be added to the signal, with the result that a waveform X(t)
acts upon the receiver; +his wavefora is A(7,t) if there is no noise, and A(N,t) + \1‘1.\’ ()

in the prosence of mnoiso. ‘%e reprosent the vavoform by

n
20 x(t) = .
(6-20) O) %;1 x,C, ()

ES
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where the ck({:) are given orthonormal functions.

by the wvalues xl.....xn.
duces som®
mitted value. Yie assumoe

a specified value of the paramoter,

every roceiver the roproduced paranmotor equals somo function

(6"21) A= P(xlﬂ xz."'.xn)
which characterizes jts operation.
Suppose the

n

ax - .
(6-22) (£) ‘:-:i dx.kck(t)

Obviously,

jncrement, equal to

(6~23)
1

where wo have designated

(6-24)

n
3T E ¢ @)
L(t) Zk;l&k,‘()

as follows from (2-22).

pose that no noise is added to the signal; then the wawaforn arriving at the receiver

changes by an amount
e
(6~-25) ax(t) = A;p.,t)dx .

where

aA(Z,t)

(6‘25) =% °

A00%)
we assume that
the transmittod paromoter without errore
duced must also chango by an amount dXe
ar -W a .

Thus,

Then X(t) is
Depending on the received wavelform X(t), the receiver repro-
value of the paramotor 2, & valuo which may or may not coincide with the trans—
that to ocach wavoform X(t) acting upon the receiver corresponds

which is reproduced by the receivore

recoived waveform roceives an jncroment

in this case the paramoter value reproduced by the receiver

o= E ax - TOXE
=1 x

Supposo that the transmitted paramoter is changed by d\ and sup-

in the caso whero 1o noisc is added to the signal,

tecording to Ele

completoly characterized

Clearly, for

also receives aa

the rocsiver reproduces

Therefore, in this caso the sipnal that is repro-

(6-23), we obtain

for a recoiver which reproduces tho transmitted paramoter without error in the
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absence of noise, the relation

(6-27) LRIA, et =1
xust be valide
Yow suppo3® that sufficiently weak noise W“ 4({;) js addod to the transmitted sigoale
”

Then, due to the action of the noise tho received wavoform roceives an incroment

ax(e) = W, ,(6) v

so that, according to Ede (6—-23), the paramotor which is reproducod receives an inorement
(6~28) 5 = ax = LEW ,(t) = o &) o
ue M

The lest equality follows from Ene (2-60)s Thus, whon tho roceiver reproduces the pars—
meter valus, the error obtained as & result of the addition of noise is & random variable
which obeys & Gauss law. A8 follows from Eqe (2-50). the mean SQuAre error is given Yy
the quantity 2

(6-29) s: - ;E-(:; % -

Yie now find what kind of rocoiver is neoded to mako the mean square Orror a minimume
Clearly, to do this we need to choose the roceiver so 88 to makoe the quentity ;‘2—(:). a
minimum, while satisfying the constraint (6-27). 1t is apparont that any runotion L(t)
can always be represented as a sum of two terms
(6-30) L(e) = Ly(8) ¢ Lp(8)
whors the first torm "coincides in airection" with the function A;(X.t), .00
(5-31) L) =phuE)

whore P is some constant, and the socond tenn is orthogonal to this funotion, 1.0e

e

: —
(6-32) L, (£} () = a/p) L, (6)L,(8) = O ¢

Then

PSS

—_ T L - "
(6-33) LM uE) = Ly (e (e) = P HZ()
which according to the condition (6-27) gives

e 4
(6-34) P - /AN e
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whence
(6-35) L (6) = (NE)/ ATONE) .
As far as 12(1;) is concerned, it does not enter into tho condition (6-27),and can take on

any value. MNoreover

! Z(¢)

L°(t) = L

letSLz(t; =0 .

It follows from this fomaula that, under the constraint (6-27), L°(%) has its minimum

value for l.z(t) = 0, Thus we obtain the minimus value of the error if

(6-36) L) = () / ATNE)

so that, according to Bg. (5~28), this minimum error 8 equals

o
(6-37) 6§ = @

m
v zm;? ,¢)
from which we obtain for the minimum value of the mean squaro orror the expression

2
2 2 —_—
(6-38) ES =6 =
noom  ar A (M)

which coincides with the formula (6~18) previously obtained for this quantity.

£~6. Sumary of Chapter 6

The basic results obtained in Chapter 6 can be formulated as followss Suppose the
paramoter A\ is transmitted using the signal A(\,t), which is a continuous function Pf A3
then the smallest mean square orror produced by the addition of low intensity noiu‘ to
the signal is obtained for the ideal receiver, which, when a waveform X(t) is roceived,

reproduces the walue of the parameter A for which the quantity

(6-39) (X(£)-a(2,t))

has its minimum value., Morsover, when the parameter is reproduced, the probability of

gotting some value or other of the error obeys a Gauss law, and 6;, the mean square

value of the error is

(6-40) 62, = o /21 A20,%)
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where

(6-41) MOut) = 220et)

This error is tho loast possible, and charactorizes tho optimum noise immwity for the
signal A(\,t) in tho presence of low sntensity noise, Thus, under theso conditions, the
optimum noise immunity is complatoly dotormined by the specific enorgy T A;‘z (\,t), and

the larger this energy, the larger the immunity.

6-7. Geomotric interprotation of tho matorial of chapter 8

As we have already seen, s wavoeform can be ropresonted by a radius vector, or, what
amounts to the samo thing, by a point of a multi-dimensional apace. The discrote signals
which we considered in the second part of this book could ho roprosonted by discrete
points. Tho signals which wo considered in this chaptor can tako on a continuous soquence
of values, just like the paramcter which they characterizo. Thorofors, the points which
oharacteriza tho signal lie on a curvo. Vo shall call this curve the signal curve. It
a noisc waveform is added to tho signal waveform, thon tho rosulting waveform is charac-
torized by a now point which most of the time does not fall on the signal ourvoe

As we havo seen, if the vaveform X(t) is roceived, the most probable value of the
paramster is the ono for which the expression (6=7) is a minimum, 1.e., tho valuo corres-—
ponding to the point of tho signal curve which is nearost to X(t)s This is natural,
since the shortest noise vectors are the most probable, which means that it is most
likely that X(t) was formed by tho addition of a noiso vector to the nearest poiant of the

signal curve, Ve saw that tho larger the quantity Aiz (»,£) , the smaller the errors

s e 1y )
produced by the addition of noiso. The quantity \A-.i?(k,t)} /2 d\ characterizos the length

of the element of arc described by tho signal point on the signal curvo, when the trans-
mitted paramoter is incroasod by dA. It is entirely natural that the Jargor this elcment
of arc, the smaller the probability that such a displacemont is producsd by the action of
noise., Thus, to increase the optimun noise immunity in the presence of weak noise, one
should choose a communication systea in which the longest possible signal curve is obtained

when the paramotor is changed from -1 to +l.
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CHAPTER 7
THE OPTINUM NOISE IMJUNITY OF VARIOUS SYSTEKS FOR TRANSMITTING SEPARATE PARAMETER VALUES
IN THE PRESENCE OF LOW INTENSITY NOISE

7-1, Amplitude modulation

In this chapter we shall consider the noise immunity of some systems which are used
to transmit separate parameter values in the presence of weak noise in the sense of
Section 6-3. First we shall investigate some modulation aystems separately, and then
we shall compare them. Te consider first the case of smplitude modulation, where the
signal oan be written as
(7-1) AQ\E) = () B(E)
where B(t) is some waveform or other, and X is a constant for a given signal and oharao-
terizes the wvalue of the transmitted parameter. For this signal we have

A (E) = B(E)
8o that the minimum mean squaro error which characterizos the optimum noise inmumnity is
given by the expression

2
[

2T t)

(7-2) s:n
where

(7-3) aT Bo(t) = T AS(1,t) = Qi .

The quantity Q: is the maximum specific energy of the signal.

Thus, in the case of amolitude modulation, the minimum nean square error which

characterizes tho optimum noise immunity is determined only by the sipgnal energy and

does not MEE&M&EE&E signal. This result beconss quite apparont if we use
the geomotric jnterpretation of the type of modulation in questioz;. In fact, for ampli-
tude modulation, the signal curve is a straight line segment, one end of :which is at the
origin of coordinates. The longer this line, the groater the noise jmmunity, but at the
same timo the groater the length of the maximum radius vector of points on the line, and
therefore the groater the signal emergy corresponding to this radius vector. It is

interesting to note that for amplitude modulation, any noise can be regarded as weak im

the sense of Section 6-3, since in thils case Eq. (6—10) is walid for all A. In this case,
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75

jnoccuracy in the calculetion of the meon gquUAre Crror comos about only beceuse of the

boundary offect montioncd ot tho end of Section 6-3.

7-2. Linoar modulation

The amplitude modulation just discussed is & spocial caeso of linear modulation, for
vhich the cignal 18 defined by tho exprossion
(7-4) ANE) = AB(t) + Bo(t) R
where B(t) and Bo(t) aro eny waveforms. It is oasy to soe that in this case the minimm
moen square orror js also given by Eq. (7-2). Howover, with this modulation, jt is pos-—
gible to decrodco the moximum spocific eneryy of the signal, without changing the optimum

noise immunity. For Jinear modulaticn, tho signnl curve is also a straight line segment,

-2——-—‘
the length of vhich oquals 2V B (). By proporly choosing Bo (t), wo may be able to

shift tho signal curve in such & way as to chortcn the maximwl roadius vectors of the
straight lino segmont, while keeping its length (and thereforo tho noise jmmunity) fixode
As is oasily surmised, to do this we muat take Bo(t) = 0, Thon tho midpoint of our
straight line sogmont will f£all at tho origin of coordinatos, and the maximum specifio
energy of the signal will have tho smallest possible value

(71-5) Qi’:x =T 5 *)

L[]

so that tho minimeg mcon squars crror will bo cxprossed jn torms of Qf‘ s
2 2 2

(7-6) Gm o / 2QI: .

Thus, in this cas0, wo obtain o fourfold pein in powiey as comparod with smplitude module~

tion. Howover, the realiration of this sys{.cmcr.tails teckniconl difficultios, since in

this case, tho roceivor must rcspond to tho phese of tho signal, which changos whon A
passos through zeroe. For the lineer systan of modulation, Jjust as for emplitude module~
tion, any noise can be rogardcd as sufficiontly wvioak.

Tho epplication of non-linear modulation, for vhich tho signal curve is not & ctreight
line, allows ono to sig;nificnntly jncreaso the noiso immunity for wcak noise without in-
croesing tho signal €noOTEYe The reason for this is that in this cace tho signel curve
can bo groatly lengthencd by making it gwisted, without therety jnereasing the naximua

distonce between the points of thec curve and the origin of coordinates, jo.ee, Without
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jncreasing the maximum energy of the signal.

7-%, Gonoral oase of pulse time moduletion

Yie begin our jnvestigation of pon-linear modulation

system. In this system, depending on the
of s high-frequency

modulation, the equation of the sigpal can in general

-1

The quantity T appearing here characterizes the maximum displacement of the

A\ changes from ~1 to +1. The receiver used with this

to the time shift of the reccived pulse.

another signal is transmitted in order to ostablish &

ever, we shall not be concerncd here with these dotails,

origin is known at the receiver.

Yie now find the mean sguaro error when low i
and when the reception is with an ideal receiver.
For our signal we have

-rox
a“n(t = _2_)

' A .
A)‘( o )8

velue of the trancmittod quantity,

pulse can be shifted in time without chenging, its shape.

Usually with such & copmuni.

cos{w t + g =~

systens with the pulse time
the envelope
For such

be written as

rox
AQE) = O (6 - Y ) cos (ot + N .

pulse when
modulation must somohow respond
cation systoms,
time origin at the receiver, Fow-

end shall assune that the time

ntensity noise ic addod to the signal,

For this purpose we use Ble (6~38).

RN
aun(t - “%“) <
o
-~ - oos(wot + @,

- 2
] To
BEOE) =~ [

at

Yio shall ascume that the square of the term in rectangul

term does not contein the frequcncy Zmo.
lope Um(t)
we obtain 2

%o

"7

aum(t)
at

[

'cox 2
aUm(t - =)

ot

7

r

|

at

< OX
aum(t - T)

e nr————

which is almost slways tho case, 8

2
] cosz(ao t+ f) o
°

ar brackets which mppears in this

ijnce the enve-

does not usually contain high-frequency corpononts. Then, applying H. (2-26),

P

aun(t)

T
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and
cos“(wt + §) = 1
o z °
1t follows that whon the jdeal receiver is used, the value of the mean square error is

given by the expression

2 402

(7-8) 8° =
= 'tit_[ab n{t )Tf

As is evident from this formule, the error becomes smaller when T, °F the specific enerpy

of the waveform aul(t)/at is incressed; the latter equals

T

Tg;(ﬂ_]-z- ] +'rf [au:ie) ]zdt ]

ot —T/Z
The error does not depend on the other signal pearameters.

7-4. Specisl case of pulse time rodulation (optimum noise jmmunity)

To obtain concrete results, we consider & speciel case of pulse time modulation.

Let the transmitted signal be <)
(IR sinfl(t - _02_)
(7-9) AQ\E) = U (6 - ._g-) cos w t =T, =X, °°* ot .

Jue - =)
The envelope of this signal is reprosented by ourve 1 in Figure 7-1., It has its maximum
value at ¢t = (tox)/z . The spectrun of the signal lies entirely in the band from

(wo-\ﬂ.)/z'n to (e + Jb)f2x.

Yie now f£ind the minimum moan square error for this case, Ye have

au_(t){2 /e sindlty " 2t cosflt -~ dlain ?
BTt T e T, [Boketeet] e

Letting the limits of integration go tox , which can obviously be done, since T can

be arbitrarily large, we obtain

W ()2
(7-10) T[ - ] -.gn.ui
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Fig.7-1. Curve 1— envelope of the pulse; curve 2-

the same with added noise.

VIR
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whence it follows by Eq. (7-8) that tho minimum mean square error equals

2

2 12 ©
(7—11) 5m hd —2—‘?1.—!'
Ty U o

For ease of comparison with otler systems, we shall express Ui in terms of tho spocific
signal epergy Q. According to Appondix A, tho spbcific onergy equals

Q? -'rAi(x.t) -%-rt_xfxt_) .
Thus

(7-12) Q" - — at = ——
2 3 NP 2L °

In this integretion, to simplify tho result we replecod the limits of integration by=oo.

2 U<2> 1’}# sinzln«: L] Uz

Introducirg this value in Eq. (7-11), we obtain

2 2

(7-13) 82, = Tﬁ? .
T
o

In this moduletion system, 8ll tho points of the signal curve have the came distence
£°(2,t) from the origic of coordirates. Hence the curve lies on somo hyporsphere,

As is evident from Bq. (7—155. the noige immunity and therefore the length of the signal

ourve increase whon Ty andn- are incroascd, while holding constent tho spocific enorgy,

end consequently the radius of the hypersphere,

7-5, Spocinl case of pulse tire rodulation (noise immunity for the first method of

deteotion)

As is apparent from Egs. (7-2), (7-6) and (7-13), the pulse time mothod of moduletion
discussed in the precedirg scction can provide great optimun noise imnunity as comparcd
with amplitude and linear roduletion. However, for prectical purposes, it is importent
to kmox how easy it is to realjzo this largc optimum noise jrounity. To clarify this
quostion, we exarine tvo concreto mecthods of receiving tho signals considered in tho
precedirg section.

Ve assume that the roceivirg apparatus notes the instent of time to vhen the ampli-
tude of the received signal assuces @ certain value Un' €.f,s SUPPOGO that at this instant

a gas discharge tube flashes and that this is rocorded on & woving light-sensitive film.
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Duo to tho action of

poise at the roceiver, this instant will bo changed and cause &n

error, which we now find. Ve asswo that thero is an idosl filtor in the recoiver, which

passos a band of frequoncies from (mo-JL)/Zﬂ to (mo+JL)/2n, j.es, tho pass band which

conteains the compononts of our signale
nonts of the noiso W

“P-'J(t)' given by Eqe

and noise waveforms cen be expressed as

(7-14)

if, because of the low

hich lie in this band.

(e~G) of Appendix Be

Thon, obviousrly, wo can consider only the compo=

The sum of those components 18 the process

Thus, the emplitude of the sum of the signal

1 ] -
Wl.n(t) and write

Uy " N Ium(t) + \E"i:n(t)lz +2 wﬁn(t) .

jntensity of the noise, wo take Ui(t) » \'Iizn , thon we oen neglect
1}

(7-15) S U (6) + V& L O B

the receiver, i.0e,

form

end curve 2 tho depo

Let us see how much tho action of the

noise shifts the jnstent of timo recordod by

the instant to when the value of the amplitudo of tho received wave—

assumes the value Un' In Figure 7-1, curve 1 represents the dopendonco of l]ll on t,

ndence of the sum amplitude Uy on t. According to Be (7-15), the
L

vortical distenco votroen these curves is tho quantity \E'Yli'n(t). 1t can be seon from
’

tho figure how much tho time instant to js shiftod by the action of tho noise. This

shift gives an error in the dot

]
t -t
o ©

(7"16) 6 = )

T
()

ormipation of A equal to

since t  is shifted by <°/z when X is changed by unity. Hero wo have donoted by t; the

jpsteant of time when th

¢ amplituvdo of the signal tekes on the valuo Un. Vle asgume that

the size of the error § 18 small onough so that for the timo -t  the quantity v:i'n(t)
»

can be regarded as cons

tent and tho segment of the curve Um(t) con be regarded 8s recti-

linear. Thon the ratio botween & and Y-’i'n(t;) can be found from the figure, and is
”

clearly

au_(t)
B
t=t,

,n' O

,JN;'(tW

t' -t
[+ [+
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In viow of Appendices B and C, we obtain from this

1 mma——
_2le ) | 2 fiimoo
x T

o To | m ]
3 bt

(7-18) ]

where @ is a norral randoix wrisble, As we &eco from this formula, as in the case of the

jdesl receiver, the error 5 oboys & Gaussian law, The moon square error equals

2
(r-19) Bt -l -
", [—-&"]

o

From Pg. (7-9), we obtsin

F_ () .
(7-20) [ m ] - Uoﬂx cos x - sin X
t=t' x
where
LR
0
Giving x various values, we can use Bys. (7-19) and (7-20) to determine the quantity Gi o

which can be writton as
2

2
2 120 60
- B ————————— TR e—
(7-21) 52 P "lﬁz x
“11 (.} o o

where |y is a function of x, snd Q2 is defined by Ble (7-12). Using the formula
sin X

(7-22) - U, —x R

we can find the dependence of x on Un/ﬁo, and consequently the dopendenco ofm4 on Un/l.‘o,
which is given by the appropriste curve in Figure 7-2. Comparing Fase (7-13) and (7-21),
we see that since?, 35 always less than ono, the noise irmunity for tho method of reccp-
tion disoussed in this section is less than the optimum noise jmmunity; moreover, T is
the efficiency coefficient (introduced in Section 4-2) which shows how ruch the signal
energy (strong;th) cen be reduced with the jdeal receiver, while obtaining the same noise
jmmunity, 1e0es the same 6:, as vith the given means of reception. As can be scon fron

Figuro 7-2, Y, has its paximun value of 0.58 at un/u<> = 0,41,
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Fig.7-2. Efficiency coefficient for pulse time modula-
tion; 1y — reception with one threshold; Ty — reception
with two thresholds; U — threshold omplitude; U _ —

maximum pulse amplitude.
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7-6. Special case of pulse tino modulation (noise immunity for tho gacond method of

detection)

Yie now try to decrcase the mean squarg Orror as comparcd with the value we obtained

for the first method of detection, described in the preceding goction.

Such a docrease

is possidble, since the error obtained was larger thaa that given by the idoal receiver.

To achieva this, we use & rocoiver which roads not only the inctant of time to whon the

amplitude of the roceived wavefora crosses tho level Un from below,

but also the instant

tl when the received waveform crossos the level 'Jn from above; we take tho value of the

transmitted parametor to be the mean wvalue
t, ty

(7-23) B
2

As a result of the addition of nolise, We again obtain an error both jn the roading of the

instant € and in the roading of the instant tl' /e denote thoso errors by so

Clearly, by Eqs. (7-18) and (7-17) we have

28 ' +’
(7-24) 6 = 1"( o)

o U_(t ’
T T m ) l
[ 3t t=t'
o

2(8] - %) 2/ Wy (8y)

PR A
’

rospectively.

Z(t; - to)

(7-25) 5, =

1 X (T
T % [ n ]
ot t-ti

where t; ie tho instont of time when Un(’c) passos through the value U from below,

ti is the instant of timo whon Un(t) passos through tho value Un from abovoe.

Um(t) is & symmetric function, we have

a0_(¢)
(7-26) [ =

[M] L .
5 Lyt o

Thereforo, ths error obtainod in reading the mean value equals
M ] - " ]
(7-27) P - ﬂ‘..]:’}l(fﬁ)_._jl'n.(.t}).].
-z 3] (t‘)‘}
< m o
t=t'
o

o ——

at

and 61.

and

Since
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We now find the random variable w' (t')—w' ! (t'). Horo we cannot use directly the
1,mn' 0’ 18 1

rosult of Section 2-6, since the random variables W' (t') and W, ' (t') are dependente

i,n' 0 1m 2

B®s. (2-54) and (2-74), we osn write

According to
—————
W' @) ') = = 2zn3 [z (6')-1, (£.)) &y = e \/’E'.[I (t')-»ll(tz')'_]z °
1, '1.1"" -11_[—__101 .
n' o n m[-l L0 \,:f =Y
sun and consider Eg.

. [IZi(t;)-IZi(ti)]z - a[1-cosZpael]

(2-14). Ve obtain

Now we take two terms of this

] 1\12
[121-1("‘0)'121-1()"1)]

s = s S =

—

' Yy ot ' \[ - 218 0 gt l o
wl.n(to) |ll'n(t1) -\Zo Ei,; [ cos=—(t} tl)] ¥ .
Bearing in mind that n = (fb/2m)T, 1etting T approach ®. and introducing the rotation

wo arrive at the exprassion

x = i/T, ax = 1/t,
—_ ——e
-in.ﬂ( " l)
‘/é"%‘ to el

Hy2x
J j [1-coszn(t-ey)dlax @ = VB0 1 - —qreep
[+

(7-28) wi:n(t;)-vq:n(ti) - V2o

Substituting this valuo in (7-27), we obtain
s =

“/'2(}‘\}‘ 1;(9?%*%}‘

M o 1

(7-29) 5 = ——— = (t)]
‘to n
[ CAZ P
[.]

a random variable which obe

ys o Gaussian lawe

his omse 8180 tho error 18
¢ for tho given

AB W6 BOS, in ¢
menn 3guaroc errv

1% follows from the formula just obtained that the

neans of recoption 1is equal to

sin Wt '=t2)
N e
2 o 1
(7-30) Lt T, % _(t) z
LN T] ,
t=t
° (] Tox
ind the quantity X -;ﬂ-(to--z—-),

Giving Un/Uo various values, and using Eqe (7-2), wo onn f
1
whioh by the symnetry of Un(t) oquals i (t;—l;i) . Thon we oan uso £38. (7-20) and

an o aaz k2
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(7-30) to £ind the quantity 6:. obtaining
2 2
(7-31) 82 = 12 ——‘5—2“2'60
"2 JLU 2% Juq

where the quantity -112, which is & function of the ratio U /ﬂo, is given by curve 2 in
Figuro 7-2. A comparison of this with . (7-13) shows that ‘Yl 48 the efficiency
coefficient for the given means of recoption. As is evident from Figure 7=24 "lz is
greater then 1\1, and is near unity, approaching unity when Un/ﬁo—)- 1, Thus, this ind
of reception is more immume to poise than the Kind anslyzed in the proceding section,

and for a1l prlcticnl purposes achieves the optimunm noise jmmmitye yie obtain the opti-
mum noise jmnunity if Un/UO = ),1.009 if we take the readings nesr the pesk of the pulse,
or, what amounts to the same thing. if we determine the transmitted parametor by the
position of the maximum amplitude of the pulsce It js clear that in the presence of
wosk noise, one cannot achieve & petter moans of recoption than the one discussed in
this sectione The reason for the increase of noiso jmmunity is clearly contained in

the fact that in mnost casesd (ospecially when Un"]o is near one), tho noise which is sdded
to the signal either aimultmoonsly raises or simxltaneo-usly Jowers both sides of the
envelope of the signal pulso, 80 that the mean value of the quantities to and tl chanpes

loss due to the action of the noise than either of these quentities separatelye.

7-7. Frequency modulaz3oz modula'c:.on (general casse)

We now consider the noiso jamunity of & system which transmits 00 continuous values
(of parmetors) by the uee of froquency modulation. In this cass the signal oan be
written as
(7-32) AQLE) = U () cos[(a +SN)E * g -
1In order to find tho minimum mean square orror, W we apply to this signal the basic formula
(6-10). Tie £ind

AOE) == u_(t)ﬂ.t sin[(mohﬂ.\)t AR

AZ0,E) = (L2 U:(t) & sind [(a v LN)E + g,
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If we assume that tho wavoform U:(t)!;" does not contain tho frojuonciss 2(m°+..n.l). thon
according to El. (2-28), we obtain

1 ‘n'z Z 2

A{‘ (A t) = t u (t)

since we have

sin' [(,,, +JLA)t + ;l‘;] -2—

for sufficiently large T. Substituting this value in . (6~38), we obtain

(7-33)

Thus, the largernn-: and the largor the specific onergy

. stf
(7-34) TUi(t)tz - I tzﬂi(t)dt

-x/2
of the waveform tUm(t). the smaller the orror. It is apparcnt from e (7-3%) that this
specific energy is proportional to the noment of inortia about tho line £=0 of the arca
undor the curve Ui(‘a). According to (A=), the specific enorgy of the signal undor

consideration is

- +T/2
(7-35) 02 =1 A2(\t) =% I U:(t) a .

-7

provided that the oscillation Ui(t) does not contain the frequencies z(monﬂ.x), and
provided that T is sufficiently largoe Thus, this energy is proportionn) simply to the
area undor the ourve U:(t).

1f we wish to increase the optimun noise imnmnjity without increasing tho sipnal
enorzy, we have to incroaso the moment of inertia about the line =0 of the arca under
the curvo Ui(t) without incroasing the arca., Clesrly, this can be done by incroasing
tho ordinates of the curve in parts which are far fron the origin, and decroasing thom
in parts which are noar the origin. By simply time-shifting tho envelope of the signal
further from the origia, “we cun also ineraaso thn moment of inertia, and theroforo the

noise ir—unity, without jnercasing the signal enerzy. This last fact may scem strangs
(= (=) y l; .

A A S

I T n-r‘m 2 s’

Declassified in Part - San;tlzed Co 5 e i
py Approved for R
CIA RDPS1.01043R002500140005 0 S Rolease @ 502013102




Declassified in Part - Sanitized Cop
y Approved for Rel - :
CIA-RDP81-01043R002500140005-0 < e

87

but is easily explaincd. In fnct, whon t=0, tho argamont of the cosine in Eq. (7-32),
and therofore the expression itself, does not chango when A\ is changod; the largor t,
the groater the change, which must lead to an enhanccmont of noise immunitye Therefors,
shifting the onvelopo must actually lead to an increase in noise immunity, The signifi-
cance of this shift oan also be oxplained by the following mathemntical transformation,
If we timo-shift tho snvelope of the signal (7-32) by an emount to' we obtain

Un(t-to)cos [(mo-o-&l)t#;i_] - Um(t' Ycos [(monﬂ.k) (t* ¢t°)+¢] =

(7-36)
=y (¢! )cos[(m°+&x)t'~m°e°+.n1tooﬂj .

where wo denote t-to by t'. Ve sco from this last exprossion that shifting the onvelope
is oquivalent to making the initial phase of tho cosine change with X, which changes the

noise immmity as well. Ve shall consider such a system in Section 7-9.

7-8. Frequency modulation (special case)

In this section we consider tho spocial cage of frequency modulation in which the
sigosl is a section of a sine wave of constant amplitude, i.e.
AtE) =T cos[(w +JL\)t*ﬂ , for -t f2L&tsn 2
(1-37) o [+] o [+
A(\,t) =0 , for t;(-xo/‘a and t>1°/2 .

In this caso the envslope can be expressed as
Um(t) =9, for -«:o/zstsro/z N
U (t) =0 , for t -t /2 and t)-co/a .

Therefore, according to the gameral formulas (7-33) and (7-35), we obtain

uz

2 o
(7-39) Q" = < %,

(7-38)

2 126% 60®

) - -
2 2 2.2
m ,,Qf'-coan JLTOQ

Since for frejuency modulation, the specific enorgy of tho signal does not change

(7-40)

when the transmitted paramecter A\ is changed, the signal curve Jies on a hypersphere, just
as for pulse time modulation. Comparing Eqs. (7-13) and (7-40) for pulse time modulation

and freguoncy modulation, we sce that the size of the minimum mean square error is givon

by the sane oxprossions for both kinds of modulation. Howover, the quantities .ﬂ. and Ty

. P
! 2

S a0
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entering into these expressions have & differo:nt meanings In 2. (1-13),!-n-dulguto-
half the bandwidth ococupied by the signals in Pl (7—40),Ln-ldesignatcs half the maximm
frequency change of the signal. However, the frequency band rejuired for the transmission
of signals by frenquoncy modulation can be regarded as approximately cqual to the naximum
frequency ohango of the signal. Therefore,in both formulns.xn-l designates half the fre—
quency band peeded to transmit the signals. In Bg. (7-13), T designates the maximum
time-shift of tho signal pulso; in Eq. (7-40), To designates tho signal length. Howevor,
the time neoded to transmit the signal by pulse time modulation can bo rogarded as appro-
ximately egual to the maximum time displacement of the pulso. Thereforo, in both formulas,
T designatos the time required to transmit the signals. Thus, we obtain the samo opti~
mun noise immumnity for the transmission of signals by pulse time modulation and froquency
modulation, providod that they have the same duration, the sane f{requency bend, and the
same energye

Comparing theso two forms of modulation with amplitude modulation (Section 7-1), we
seo that they afford groator noise immmity in the case whero 1%\_(6/371. The thros Xdnds
of modulation considered &s examples 8ro far from exhausting the very large variety of
possible schemes. Yo saw that increasing the noiso jmmunity for amplitude modulation
required an jncroase of signal energy. Vviith frequency modulation and pulse time modula=
tion, we Wwero able to inocreaseo the noise jmmunity in the prosonco of weak noise without
jncreasing the signal energy: rather, it wu‘neoessary to increase the timo or bandwidth
ocoupied by the signel. In the next section, wo shall consider ways of increasing noise
jmmunity in the presence of weak noiso which do mnot require that we either jnoroase the
gignal enorgy or that we imcrenso tho time or bandwidth ocoupied by the signal.
7-9, Raising the noise jmaunity without wm enorgy, length, gwﬂg
the signal

1n this section we considor systems where it is possible in thoory ‘%o increnss
indefinitely the optimum noise immunity in the presence of noise with sufficiently low
intensity, without thereby jnereasing the enorgy of the signals or jncreasing the time

or bandwidth occupied by them. Let the transmittod sigpal be dofined by the following

e ORISR =
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expression

(742 A\, t) = eroa[(wo+n.X)t + g+ QX] s Zfor -‘toﬂ {:t\(-to/‘z .
AME) =0, for t < /2 and trr 2 .

Thus, this signal differs from the one discussed earlier in connection with frequency

modulation in that its phase also changes in accordance with the transmitted reramotere

For this signal we obtain

A t) = - U (Lesa)sin[(o + BNt + # +@)] , for —festec o,

*T
T A.i (\t) = Ui :’( (‘n.tm)zuinz[(w°+&k)t + g+ q).:l dt =
/e

+t_f2 *x /2
-0 3‘ Fftra)Pat - o2 fﬂ 3l tsa)oos 2[(w +dla)e + ¢ + @)] et .
-y
[+

_To/h
The second integral goes to zero as o, is increased, and can therefore be neglected for

sufficiently large e Thus we obtain
2 '
T A,"!(X.t) - ;{- (.n.zrj + 12400.2) ’
from which it follows that the minimum mcen square orror characterizing the optimum noise
irrnity for the signals in question is given by
2 2

2 120 - 60
Tom 2 3 2
Ui(.ﬂ. T, + 12t @ ) {.(qu

(7-42) (] " &r
(1 + 12 —Tz-)
N
°
As cen be seen from this formula, the error can be made arbitrarily small by increasing @.
At the same time, changing the valuc of @& does not change the energy, bandwidth, or dura-
tion of the signal. An analogous result is obtained in the case of pulse time modulation,
discussed in Sootion 7-3, if we change the phase of the high frequency oscillation im
proportion®to the transmitted parameter,
In practice, it is quite difficult to realize the optimum noise immunity of these
systems, since to do s0 we require a receiver which responds to the initial phase of the

high frequency signal oscillation. However, it is possible to propose modulation systoms

T T
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for which it would be easier to realize great noise jmmunity in practice.

such 8 systom is & system with the signal

A\ E) = 00[1 + coa(.ﬂth)]cos(mo#JlX)t R

(7-43)

An example of

for -10/‘25 < 10/2 .

A(Xt) = 0, for t(-:o/h and t no/z .

This signal has en advantago over the signals considercd

change in phase of the low frequexcy
tion.

by the receiver.

This phase 18 changed less when the signal is

above in that it undergoes &

oscillation rather than of the high frequency osoille~

pmpugntod, and is more easily detectod

The examples considered are far from oxhausting all possible versions of modulation

systems for which the
large. For example, such nodulation systems can
principle. Some signel parameter, ©.Ees
transmitted paremetor e
the time or frequency space allotted to the signal,

parameter oan be changed by an arbitrarily

ourve arbitrarily long and arbitrarily increat&cs the nolise

weak DOisoOe However, the wyarjation of this

noise immunity in tho presence of weak noise

a phase, has to change in
and an arbitrary change of this sigoal paramotor nust
nor increase its ounergye

large amount,

can be made arbitrarily

be constructed by the following goneral

accordsnce with the

not increace®
Thus, this
which thercby makes the signal

jmmunity in the presenoe of

parsmeter alope is usually not sufficlient,

since it produces poriodic changes in tho cignal, 5O that the same signel will correspond

to different values of the parancter. To rcmove this multiplo-valuednoss,

to simultancously vary

jts emplitude, the Jocation of tho signal pulse in time, etc.

within certain 1imits, cince it usually produccs o change in the signal energys

in the time or frequency

The defect of the
noiso
ter is devoted. it is found that the larger we
gepted in this section,

and "weak" noisc occurs,

noise.

gome other parumoter as well,

systems considorecd in this section 18
jmmunity in the presence of noise of high jntensity, & topic
make the noise immunity by the methods pre=
the lowcr the moise intensity at which

apd the formulas vhich we have dorived are not vulid for

In the limit, the methods presented hore allow one to roduce to zero the error

it is nececsary

o.ge, the frequency of the oscillation,

This change must be confined

or s change

space sllotted to the signele

reveeled if we study their
to whioh the next oh&p~
tho boundary between *strong"

"strong"

Cn pp e TSR N T e
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resulting from the action of "“weak" noise,

mosn noiso with an intensity which is jtaelf equal to zero.

ocompletely pullifying the action of noise by these methods,

we can only obtain & roduction of its

tion in the presence of noise with sufficiently low intensity,

have very few errorse

CHAPTER 8

effect.

but at the same time, "wosk® noise oomes to

Thus, we cannot suocceed in
as might otherwise be expeoted;
This reduotion is worthwhile for communice—

when it is pecessary to

NOISE IMIUNITY FOR TRANSMISSION OF SEPARATE PARAMETER

VALUES IN THE PRESENCE OF STRONG NOISE

8-1., Derivation of the genoral formule for oveluating the effeoct of high intonsity noise

In this

chapter we evaluate the optimum noise immnity for transmission of paramoters

in the presence of high intensity noise., Ve denote by Py (0% ).b) the probability thet
.

when the parametoer value A, 18

noise to the signsl, reproduces & perameter \ satisfying the
we donote the probability that when the paramcter value A is transmitted,

as a result of the addition of noise to the signsl, roproducos

the condition A< Xb'

mission, 1.0., OR A(\,t), and on the mothod of roception.

bility that the error § excoeds € in sbsoluto value, if the parametor \1 was

equals

transmittod, the rcceiver,

as & result of the addition of

condition A TN} by Py (X<)m)
a

the receiver,

a pnrametor value satisfying

Obviously, these probabilities dopend on both the nethod of trsns-

¥ith this notation, the probe-

transmitted,

PH(‘A>X105) + PH(‘A( )l-c) .

Yio shall assume that the transmitted parameter )\1

-1,+1 with equal probability.

' Nyt

and that at the came time |6|> c,

[sz()\ )1245) + P.Az(k le-e)]

Hence, the probability that the error exceeds € in absolute walue,

is equal to

can take on sny value in the range

Then the probability that k.l gatisfies tho inequality

9
=

vwhen & parsmcier value
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N (oot Imown in advence) is transmitted, equals

+1 a +1 +)

% % %
P(]8]>€) = [» (x>x2+c) + P, (A< -c)_]T - {p, (0 ))24-;)—- +lp (xo\z-;)__ .
_:{1 X o 2 _-[1 N 2 _Il"z 2

Clearly, the value of the integrals is not changed if we substitute the quantity )‘o - kzu
into the first intogrel, and the quantity lo-kz—c into the second, making correcsponding
changes in the limits of integration., Then we obtain

+1l4c 2 +1-¢

a ax
[+ o
P(ls]>¢) J- Px;,t()‘”‘o)'{' + I P)‘o < xo)_z._ >
-]l4g -l

l-e
7 I B, (A2 ) + Py, (AEN )]22
A -c o A 4t 0’4 3 i
—(1=¢) o o
since the expressions under the integrals are always positive.
Lot us digress a bit to onlculate the quantity in rectangular brackets. Let
Al(t) = A(\o-c,t) and Az(t) - L(Xoﬁc.t) be two discretc signsls, such as were discussed
in Chapter 4, Let the receiver under comsidoration, which serves to determine the para-
metor A\, be used to recoive these signals. We shall say that the first signal Al(t) -
A(lo-c,t) was sent if the recelver reproduces a X(‘ko, and that the second signal wes
sent if the receliver reproduces a 17k°. Then the probability of error for these signals
and the given receiver is
%[P).o—c (2 + Pxon("“o)] ’

if we assume that the & priori probability of transmitting either signal is the came.
However, this probability of error cemnot be less than the probability of error (given

vy . (4-8)) which detormines tho optimum noise immunity for the signals in question,i.e.

%[Pxo_c (AP * By (L, N 2vey)

where V(a) is defined by Eq. (2~47)3 ay is defined by Pg. {4-4) and in this case equals

72
(8‘1) “1 - \/ —?'2' IA(XOQG,t) - A()‘o-c,t)lz = ‘/-—12— j [A(Xo*t.t)-A(lo-c.t)]zdt .
20 20 -Tﬂ
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From this we obtain the universal formulas
1-¢
(5-2) p(lsl>e) 2 | Viea,
-(2-¢)

for osloulating the probability of errors groater than ¢. In many cases a; does not

depend on )‘o‘ If this is the caso, the quantity under the integral is oconsteant, and we
obtain
(8-3) p(lsl>¢) 2 2(1-¢)V(a,) -

1t follows from these equations that the smeller the distance

J AkOgret) - AGeat)

between the points of the signal ourve corresponding to paramcter values which are sepa-=

ratod from one another by the amount 2¢, the larger the probability of obtaining an error

5 exceeding €.

8=2e Congarieon o_f_ the formulas for woak and strong noise

¥e now compare the result obtained in the preceding section with the result obtained
in Chapter 6 for the case of weak noise; thore we derived Hle (6-19), which gives the
probability that the error & is greator than ¢, for the ideal receiver in the presence
of weak noise. This formula is velid for a given most protable value Xm' I1f we assume

that all )‘xm are equally probable, thon when )‘m js pot known in sdvanco, WO obtain the

following expression for the probability in question:
+1

(8-4) p(|s]>¢) = j V()
-1

where ——'—2—-——_
2T A (xm.t)
-—o_-—————_ € o

(&-5) q » —

Let us compare this result with the result givon by Eqe (8~2), which is univorsal and is

guitable both for strong and weak noise. For small €, we can take

AQh+e,t) = Ah-e.t) = M t) 2e
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Substituting this valus ia P. (&-1), wo obtain
kAR,
TN
zmi (\o.t)

(8~6) a) =
[}

This quantity is to be substituted in Fl. (8-2), which givos & Jower bound for the pro-

bebility of errors From theso formulas, wo soe that a = aye which means that the: right
sidas of Eas. (=-2) and (8-4) diffor only by thoir limits of jntegration, a difference
which goes to zoro &8s e-+0., Tt follows frou theso oxpressions that if the inequality
(8-2) is changod to an eguality, then it gives the valno of tho probability of the srall

errors produced by the idenl receiver in the prosonce of woak noiso%.

g-3, Pulss time gnodulatiou_

For amplitude and othor linear modulation, tho formulas obtained in Chapter 7 are
valid for noise of arbitrary intensity, ond therofors thers is mo point in invostigating
theso kinds of modulatioun using the methoda of Soction 8-1e The situation is different
in the caso of pulse time modulation. For this kind of modulation, according to Eafte

(2-26), (7-9) and (8-1), wo obtain

e e et b i P

simﬂ‘[t - %("o*e)] sin [t - fé‘l(xo-e)] 2 ]

o) cos8 0@t =
o

Jule - .Tzﬂ(xon)] ) J\-[t - ff—()\o-e)]

+T/2 simn.[t - :z‘?_()‘ow )] simﬂ-[t - fg-(\o—e)] i
. a .

-1/ *n-[t - fg-(x;c )] -ﬂ:[t - ::-(xo-e)]

Changing the 1inits of jntogration in this integral to —w0 and 400, introduoing the value

UZ
__o

2

40

of the specific signal enorygy Qz given by Ble (7-12), end intograting, Wo obtain
simﬂrroc) Q?. sin&ﬁ:oc)
(8-8) -t (1 - )
JL—:Oe & \n-.oc

As vio 508, Gy does not depend on )‘o' vhich mcans that wo can use 1. (8-3) to ocalculate

the probability of orrore
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The curve 8,
thesos in Ble
quantity dotormines &y

scales

for tho values Q/o =1, 24 30 4 6.

b, €y 44 © in Figure 3-1 givos
(8-8) on the paramoter Jl--toc , which is plotted as tho abscissa. This
and zv(al) for s given wvalue of Q/o.

along the axis of ordinates,

the dopendonce of the quantity in paren=

In the figuro thero are five

from which tho valno 2V(a1) can bo found directly

Since for small € the quantity p(]6] >¢) must de

largor than zv(al). and moreovor nust be & ponotonically dooroasing function of €, then

for €{1, the curvo reprasonting the dopondence of P(|6| ye)on¢e must 1lie above the

ourve a, b',

This must be the cnse for any means of recoption,

c, 4’ © obtained from tho ourve &, b, s 4,

e by filling jn its wvelleys.

jncluding ideal roception. Thus, the

walue of the probability P(|8]} > £) which charactorizes tho ideal roceivor must lie above

the curve 8, b, cy 'y ©-

JLt ¢ and for jdeal rocoption,
)

This quentity is ropresented in Figu

examination of the figuro,

quite closo togethor. HowoVvor,

them, with the ourve a'' going below the curve 8,

remarxed. It
errors is completely inapplicable.

‘o now clarify theso rosultse.

mothods of roception desoribed in Sections 7-5 and 7-6, spall errors

noiss, which produces & displacomont of the sides of the pulse.

typo of error falls off sharply es

vhen the noise wavolorm oxcoeds

happen with almost equal probability

orrors does not f£all off much when the orror is jncreasede

to explain for the
aary

we usee The 1argo errors,

In the oase of weak noise,

ro 81 by the curve a''.

that for Arroc ¢2.7, the ourvos 2,

For tho

the error is jncreasod.

the thresnold voltage Un'

mothod of reception in question,
feature of the given means of communication,

for which the formulas derived jn Chapter G for woalk

for small wvalues of tho quantity

we can detormine p(ls]> ¢), using Pis. (6-19) and (8~5)e

1t is apparent from an

b, ©, d'y © and a'' are

for ..ﬂ.-coc >2.7, wo obtain & drastic divergence botwoen

vt, C, 4's ©» which is imposoible, a8

follows from this that for.ﬂmot:VZJ. the formula for woak noise and small

given means of cammmication and for the
ars caused by weak
The probability of this
largo errors are obtained
1t is clear that this can

at any time. Therofors, the probubility of large
This propertys which is easy

is (as shown by Figure g-1) a necos=

regardlass of which means of detoction

noise
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w10
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17¢
1w’
w0t
IJ‘! "
Iﬂ” L.

w32
vsE & d 2 1

Fig. 8-1. The curve a, b*,c,d", e is the lower bound for the
probability of an error greater than e for pulse time and fre-
quency modulation and strong noise, for different Q/o
(several scales along ordinate axis); Q is the specific signal
energy; Q/x is the bandwidth and T the time occupied by
the signal; the curve a* is the probability that the error ex-

ceeds e , obtained from the weak noise formula.

i
{
{
A

¥

P
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are not valid, will be oalled anomalous, As we 500 from Figure 8-1, anomalous errors
must begin at least from the value ¢ = 2.7/:.“.1:0 on. For exampls, it is clear from the
figure that for Q/c = 2, the probability that an snomalous error occurs, must be groater
than 6 X 10-2. This moans that in more than 6 percant of the cases, on the average, ano-—
malous errors occur for the given value of Q/o. 1In genoral, the probability of oocurronce
of anomalous errors oan be found using the fact that they begin whon l-nu‘tot v2.7. Thus,

according to (8-8), these errors begin for

2
2 Q sin 2.7 qQ
a = ;2. (1 - _2—.7_—) ~ .;2-

which poans that their probability is
(8-9) P(5 anonslous)2V(Q/0) .
For low intensity noise, the probability of anomalous errors is vory small, so that they

noed not be considered and the weak noise theory can be applied.

8~4, Frojuency modulation

Y;e now apply the results obtained in this chapter to the case of frequoncy modulation,
considered in Section 7-7. Vie have a signal given by Eq. (7-37). Applying Ed. (8-1) to

this signal, and taking (2-26) into mccount, we obtain

TUz
ai = —% {cos[(m°+ J\,Xo +dlelt + ﬁ] - eoa[(mo +JL).° et + ﬂ]}z -

20
/2

2
- _02-"- sin?flet sin®[(a) + LA )E * d) - ::2' OS sinZllet at .

-
o

Doing this integral, and introducing the value of the speocific signal energy given by

B. (7-39), we have
(8-10)
Comparing this formula with the formula (8-8) for ai in the ocase of pulse time modulation,

we see that they are 3dentical, Therofore, all the results obtained for pulso time

modulation aro applicabls 4o this case alsoe
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P11

(I

2v(e)

Fig. 8-2. Lower bound for the probability of an error greater
than e for the signals given by Eq.(7-41) for various Q/a.
Curve 1isfora=0, 2 fora = Q-ro, 3fora= ZQTO; Q is the
specific energy, T, the duration, and +Q)/2% the maximum
frequency deviation of the signal.
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8-5. The system for raising the noise immunity without inoreasing the oenergys, legﬁgh. or

bandwidth of the signal

In this section, we shall evaluate the noise jmmunity in the presence of strong noise
of the system which we discussed in Section 7-9. This systenm allowed us to make the noise
immunity arbitrarily large, provided that the noise was sufficiently wenke In this oase,
the signal is given by Ne (7-41), and by & calculation completely analogous to that of
the preceding section, we obtain

2 sindlt ¢

2 )

(8-11) - (1~
1 ;E .ﬂ.'voc

cos 2Qc) o

Figure 8-2 shows the curvos giving the dependence of the quantity in parontheses in Eqe.
(8-11) on the value of the paramoter uﬂ.'roc, for throe values of Q,ie0e, @ = 0 for curve 1,
Q -cﬂ:to for curve 2, snd A= 2&10 for curve 3. In accordance with the considerations
presented in Section 83, the valleys of these curves have boon filled ine For a given
value of Q/o, the quantity in parenthoses in Pl. (8-11) determines the values of a; and
Zv(ul). The value of zv(ul) can be read off at once by using the scales along the axis
of ordinates in Figure 8~2¢

As wo have shown, the probability p(|sl> ¢) has to be greater than or equal to the
value of zv(ul). if we neglect the effect of the factor l-e in Eqe (8-3), and moreover
equals the value of ZV(u.l) for small values of the error E, for weak noise, and for rooep=
tion with the ideal receivers It is apparent from the curvos shown that the noise imunity
for small €, 1e0ey for small errors, jncreases as @ increases. Thus, under these cirouwn-
stances, the ourves do not restrict the validity of the rosults obtained in Soction 7-9
for this modulation system. On the other hand, it follows from Figure 8-2 that the largor
a, the smaller the values of ¢ at which anomalous Orrors occur, and the larger the proba-~

bility of such errorss This proves the statement made at the end of Section 7-9 concern=

SR et S T

ing the defects of this and similar modulation systemse However, it is apparont from the

ourves that if the value of Q is not made too large, then the use of such a modulation

T

system can be worthwhile. 1In fact, corparing the curves of Figure 8-2 for Q= 0 and

20

27, wseli A il

S
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a -.ﬂ-‘to, we see that for small ¢ the value of the quantity in parentheses in By. (8-11),

and therefore the quantity ai, is ten timos larger in the second case than in the first,

which greatly inoreases the noise immunity for weak noise. Howsver, in the socond case,

ancmalous errors begin to occur (as shown by the figure) when the quantity in parentheses

has the value 0,78, which is before the value of 2.7 at which thoy bogin to occur in the
first case, Therefors, in the second case, the probability of ocourronce of anomalous
errors is greater than 2V(y0.78 Q/0), while in the first case it is greater tham
2v(VZ.T Q/0). If we go to the case O = Z.ﬂ,to, then, for small ¢, the noise immmity

inereases further, but at the same time the probability of anomalous errors increases

appreciably, and is in this case greater than 2V(10.36 Q/0).

8-6. Geometrio intorpretation of the results of chapter 8

The inequalities (8-2) and (8-3) show that the smaller the distance between the

points of the signal curve corresponding to parameter veluss differing by the amount 2e,

the smaller a5, and the larger the probability that the error exceeds the wvalue ¢. Thus,

the smaller this distance, the smaller the noige immmity. This situation is quite natu-

TS T R

2,

ral, since the smaller the distance between the points corresponding to the two signals,

the larger tho probability that the signals will be confused for cach othor and will te

B AL STRE:

incorrectly reproduced by tho roceiver, as & conscquence of the addition of noise and the

£370 J5%

resulting displacement of the pointr. For the cases of pulse time modulation and frequenoy

modulation, the value of ay and of this distance at first increese in proportion to ¢, and
then stop growing and even begin to decrease fromln'toc=4.5 onfeco Fig. %~1). This proporty
of the modulation allows us to increaso the length of the signal curve and thereby inorease

the noise immunity without inoreasing the signal orergy, but it iz also rosponsible for the

appearance of snomalous srrors. In geometric torms, the problem of increasirg the noise

jmmunity in the presence of weak rnoiso,without increasing the energy, length, or bardwidth

B S

P Y L
PR 1)

of the signal, reduces to increasing the length of the signal curvo without having the

%

ocurve leave a certain hypersphero (the radius of which is dotermined by the maximum energy

e
s

given to the signal), end without increasing the number of dimonsiors of the space in
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b

question. It is clear that a signal ourve of any longth can be constructed which lies
within the volume of any hypercphore. However, vhen the length of the curve is inoreasecd,
the distence between separate "twists® or sections of the curve suat decreaczo, which per-
foroo increcases the probability of snomalous orrors. Thus, the law vhich we notod in a

special cace is obviously valid in general, nsmely an jndafinito inoroase of the noise

jmmunity in tho presence giveuk noise without increacing the specific energy, duration,

or bandwidth of the cignal is necessarily nceonpaniod by an jncreasc in the Erobahni.tl

—_—

of axomalous errorse If we increece the durntion or terdwidth of tho gignal, vo therchy
of enomo o ——

jnoresse the number of dimonsions of the cpace jn which the signal curve Jies. In this
cane, Wo can increaco the length of the curve without leaving a given hypersphore and

without bringing differcnt sections of tho curve close togethers

P A BT Bt

oty

§

&
3
1
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PART IV
TRANSMISSION OF WAVEFORMS
. CHAPTER 9 .

GENERAL THEORY OF THE INFLUENCE OF YEAK NOISE ON THE TRALSMISSION OF WAVEFORIS -

s Ll A

g-1. Genoral corsidcrations

In communication enginesring one dcals in pany c&sos not with the transmission of
mogeages whioch cen take on discrotc values (as, for example, in the case of telogﬂphy),

nor with the transmission of geparantc parancter values (ss, for example, in the case of

o

the tramsmission of soparate measureaments by telomctering), but rather with the trans—

miesion of time functions, which cen Very continuously and can teke on en infinite number i

of forms (as, for cxample, in the cese of telephony)e Ye shall considor this last type .
of tronsmission in Part IVe 4

To sirzplify our considerations, wo chall assiuxme that 4ho trapsmitted waveforn (=
eound wavo, say) is periodic with pericd T (this can always be achievod artificially by

taking T large enough), and that the frequency spectrum of the waveforn oontains in effoct

R~ TR e SF TR

only components indexcd from 11 to 3, In this case, we can write the trancmittod wave—

form as
1, 2
(s-1) F(t) = ;)_;i (hgyq VB sinigit + Xy VE cosg;-it) - él ).111(':) .
1 I

whore the 12 are certain constants dotermined by the waveform, the Ip(t) are the ortho-

£
Hl
B
&
*
'é'
i
3
5
By

pormal functions definod by Bis. (2-14), arxd 11 -2 -1, g, = 21, For simpliocity, we
shall assume henceforth that the function F(t) takes values lying between -1 sand +1, end

does not take any valucs outside this rangee

The wavofoIm: (s-1) is tronsmitted by using another waveform, which we shall ocall the -

signale. Since weé have assumod that the transmitted yavefora is periodic, wo can also

AR pekerza

assume that the signal is periodic. Irasmuch &8 the trensnitted waveforn (9=1) is com~

AR

e
e

sl e A TEEBRER

pletely determinod by 12 - 11 + 1 paremcters, the signal must dopend on thoese paraxctors

11.
AN "-.oo.i t .
(5-2) TR R

Thus, in general, the signel can be roprcsonted by the expression

L

e

i)
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For brovity, we write this expression on occasion as

(s-3) ApE) -

The noise \'im 3 15 added to the signal, &0 that the received waveform has the form

(9-4) X(8) = Ag(E) + %, (8) - |

Yie agsume, &5 vefore, that the function Wp.\, is periodic, and moroovor, that it has the
gemo period T as the period of A?(t). Clearly, we can always assume this, since in both
cases the ganc requirement 18 imposed on the poriod, namely that it be sufficiently
large. Vihen the waveform x(t) is received, the receiver has to reproduce F(t) with as

great accuracy as possible.

oz A LT Ol ST

9-2. The influenco of weak poise on the trensmitted waveforms

As we specifiod, the transmitted waveform is corpletely determined by the parameters

e 1

-

)‘ﬁ ....,1[ . Cbviously, in reproducing F(t) the receiver' thereby reproducos the givon
1 k

ot e

paremeterses Vo represent the wavoform (9-4) as

(9-5) x(t) = gjl xC,(¢)

where the ck(t) arc some system of orthopormal functionse Clesrly, the parsmetore 11

BT AT

roproduced by tho receiver aro functions of the quantities x, charasctorizing the received

sz e

waveform X(t)e Thus we cen virite

(9'5) )‘l - §2(11.000.xn), !1 s 40- £ ‘QZ .

i o

A
3

The form of thoso functions dopends on tho modulation system and the recoivere If the

o

receivod waveform receives an jpcrement

(o7 ax(s) = kzn; o () ax, o

then, obviously, the paramoters )‘,0. recoive jncrements
n a§£ —
(s-8) a = D —Eax, = Lyk) ax(t)
2 k=1 atk p i

R AL

n

3}
L (t) = 2 (¢)
2 éﬁ x

: s
REELITE

yi

Frag g b, e R BT

Ry oA 7
Y U

A

S
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Yo assume that the receiver correctly reproduces the trancmitted wavoform in the
absonce of noise, Let the transmitted waveform be changed in such a way that A\ y) receives
an inoremext d\,. Then the signal and therefore the waveform X(t) (since noise is absent)
must receive the increment

ax(t) = D, (t) e
where
(9-10) D.e(") - am}.(t;)/axJt .
It follows from (9-8) and the fact that the receivor must reproduco the transmitted wave—

form without error that the rolation

d\l - Lﬂ(t)dx(t) - L‘Q(t)I_)n(t)dX

4s valid, i.0., that
(9-11) Lj(t)DI(t) =1 .

On the other hand, the remaining paremoterc 11 GF £ ) are not changed, 80 that

a - Li(t)dx(t) - Li(t)D‘(t) dg= 0,

whence

(s-12) L (6)Dg(e) =0, 140 .

a
i
g

Thus, for any receiver which corroctly roproduces tho transmittcd waveforms in the absence

of noise, Egse (9-11) and (9—12) must be satisfied, whore 0 is any integer fmm,Ql to 9‘2'

i

Yow supposo & waveforn is transmitted which is characterized by the parsmeters ’A’ .

A P

and lot the moise ’ﬂp\,(t) (with sufficiently low intensity) be added to the signal which
]

i

js used to transmit the wavelform. Then, due to the action of noisc, tho reccived wavo—

form roceivos an incremont

s

ax(e) = “p.\,(t) .
as o result of which the paramcters of the wavoform reproduced by the receiver receivo
increments
(3-13) ahp = Ly(tW, ,(8) = (0/2T) Lp(t) @
and aroc equal to XI + d‘.\l « Thus, the increments dll resulting from the action of noise

are random varisbles which obey a Gaussisn law, The smaller

(9-14) \/ L%—(-t—) .
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the smaller the jnerements, and therefore the smaller the errors given by the reccivere

If we choose the Ll(t) in such a way that they satisfy Egse (9-1)) end (9-12), snd such
that at the same time tho valuos (9-14) have tho Jeast possible values, then the receiver
characterized by such L_p (t) will givo the least reproduction error for sufficiently woeak
noise. In the next section, we shall £ind the optimum values of L‘(t); lntor on, we shall

show that the receiver having those values of Lj(t) exists, 8t least in principle.

-3, Conditions for tho idoal recciver

Yie now find the conditions which tho Ll(t) must satisfy, 1eCey tho conditions which

the recoiver must satisfy, in order that wecak noise should producc as small errors as
possible in the trsnsmittoed waveform. vo shal) call the receivor which satisfies theseo
conditions ideel. Ve shall consider tho case vwhore all the

- p,(t) = aA,(t)/ar

(9-15) g(8) = dhp(E)/oNg

are mutually orthogonal, and whore
TN L ey
DZi_l(t) = Di(8) .

P10 FEPEENS P H A B A A LPFTE S

(9-15 bis)

This case is the most interesting, since, as we shall see, these conditions are satisfied

T

for all the modulation systems used in practice. The presenco of these conditions will

greatly simplify the subscguent considerations and the final rosultse.

Any function, including Lg(t), can be written as

AR TR

D‘Q(t)
(9-186) Ll(t) = = + B (t)

2
D (¢
2
where BI (t) is an as yot unspeoified functione Substituting this uantity jn B1. (9-11),

we obtain

(&) ST

+ D!(t) 132(1».) =1

A

Dy t)

Dj(t) Bﬂ(t) - 0 o

Substituting Eqe (9-18) into E. (9-12), we obtain

ST

D—(t)D.(t) . —
24 T, D, (%) B,(£) = 0.

< o ISR

Crn S
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However, since i I A, so thet Di(tin"(t’ - 0, we must have

—_—

nl(t)ai(t) -0 .
Thus, in order for Ll(t) to satisfy Egse (9-11) end (9-12), it is necogsary and sufficient
that each Bi(t)’ 1 -.'_1. ""!2' be orthogonal to 81l the Dl(t)' for )- !1....,92.

According to (9-16), wo have
e
D, (%) 2
(9-17) Li(t) I I B ®)| = 1. Blz(t)
Dy ) Dl('b)
since, &s wo havo explained, D'Q(t) and Bﬂ(t) must bo orthogonale This exprassion 18
obviously & minimum for B _Q(t) = (O, whence it follows that for tho jdonl roceiver
<
(9-18) Lp(s) = D,(6)/ Dpt)

where Dl(t) 4s defined by E3e (9-10)e

b I ae e T2

L2 e

9-4, Mesns of realizing _t_}_x_o__‘;:g_gg_l_ receiver

Yie now show that the receiver which, when the waveform x(t) is rocoived, reproduces
the value of the function which minimizes the oxpression

TN

(9-19) R = [X(¢) - Ay(t)] R
ia ideal in the sonse formulated in the preceding section. In fact, when a& waveform
Po(t) js transmittod in the absence of noise, we obviously have
: x(t) = Al,o(t) .
and Eq. (9-19) has its least possible valuo of goro for the case whero AF(t) and Ap ()
coincide, and the waveform F(t) roproduced by the receiver is Fo(t). Thus, the recZS.ver
in question does not jntroduco errors in the absonce of noise. F(t), and thersfore R,
is a function of the parsmetors X‘. Vo stipulatod that the waveform F(%) reproducod by
the receiver is to givo the minimm value cf the expression Re Theroforo, the partial

derivatives of R with respoct to RN g must venishe Ve obtain the condition

e —
(9-20) an/a)l - -2 [x) - AF(t)] x?e(t) -0

where

132 () = aAF(t)/a’Aj

D S

Rrsmnesstnanensay BRI
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N

1f the received wavefom roceives a small jnorement &X(t), them, obviously, Ar(t). r(t)
and 11 must also rocolve ineraments if tho expression for R is again to be & minimome

Supposn the paramstors \1 receive the inorsnonts A’A! 3 thon AF(t) recoivos the inoremsnt
2

(9-21) aag(t) = él D!(t) By

which moans that we have

e AN AT <

T

7z
(9-22) R = [x(s) + ax(¢) - Ap(E) = EZI nl(t)n ]z

The valuss of the jncromonts &\ £ must bo such that the oxprension R sgain has & minimum

value. Therofore the partial derivatives of R wlth respect to AX! must vanish, so that

— 72 -
a_a‘;:.. - =2 [x(s) + ax() - Ap(e) = p% Dl(t:)AX] Dl(t) =0 .
1

2%

Morsover, taking jnto account Ble (9-20) and the fact that the Dﬂ(t) with different

et SRR LT i

indioces aro orthogonal, we obtain

U, -
ax(t) Dl(t) - D‘Q(t) nl - 0

AX(t)Dj(t)
A\! B et
Dzj_(t)
Tho smaller sx(t) and AXR , the more exact Fne (9-21) is. Letting these quantitioes go

to zero, we arrive at the condition characterizel by P1s. (9-8) and (9-18)s Therefore,

the receiver which roproduced the waveform F(t) minimizing Ple. &t{gl has no error in the.

Wﬁ%k:&m&mﬂ? T

absonco of noise, and gives tho minimum possible orror in the prasonce of woak noise.

Thus, this receiver is 3deal in the sensd established in Sootion 9=3e
Pl ldt

AT

9-5, The error for ideal _x;o_gs_p‘t_i_.‘o_xl

e

We now determine the amount of error given by the ideal recoiver when woak fluctua-

e

tion nolse is added to the signale Supposo a waveform

¢
(9-24) Fo(t) - %j\!,xolxj(t)

PO W LR |15
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was trangmitted. Then, in the absence of noise, the rocoived wavoform is X(t) = Ap (),
and the ideal rocoiver reproduces the waveform Po(t) detormined by the parancters 1: r
Yhen the woak noiso W nd (t) is added to the signal, the received waveform is changed by
an amount dX(t) =W ﬂ)(ﬁ:), and, according to Egs. (9-8) and (9-18), the pa.rmotersil

which characterize the waveform roproduced by the jdeal receiver, receive incromouts

nl (t)d.x(b) . Dg(t)wu' ‘,(t) - 09
Ty Zoy =
Dg (t) D,t (¢) \/zr D‘(t)

1t should bo noted that tho random variables 9! with differeant indices are independent,

(9-25) axQ =

since the Dl(t) with different indices aro orthoponal. Thus, the waveform roproduced by

theo ideal rccenmr has tho form

2
(s-26) F(e) = 53 g + 1 = 28D + I = ”"1(3‘)— E (1) T
b fr

whore i
[+
wHE) = 3 — (QZi_lsing;;it + e,,icos?.r!it)
) V1ol )

Comparing this exprossion with E1. (D~3), we ses that due to the action of the noise
vhich is added to tho siznal the rocoiver andds to the transmitted wavefom ?o(t) norwal
fluctuation noise with an intensity at frequoncy '1_/‘1 equal to .
(9-27) ) =0 /Y D2, (&) =0/ pi, (t) ,
whore

I(t) = aAF(t)/au .

o shall henceforth cnll this normal fluctuation noise the noise at the receiver out_:g

This intensity of tho noiso at tho recoivor output is the minimun possible and character-

szes the optimw noise immunity for a given modulation system. In the case where o*(i/r)

does not depend on i, Ve omit this index and write o*.

9-G. Briof sumnary of chapter §

ve call ideal the receiver which oxactly reproduces tho transmitted wavoform in the

absenco of noise, and gives the bost approximation to the transmitted wavefornm in the
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presence of weak noisoe The ideal ceceiver reproduces the waveform® F(t) which ninimizes
(9—19). Yhen rocoptlon 38 with the jdeal receiver and the noise

the quantity R glven by
transmitted wavefora by the f1uctuation

is weak, the rcproduced wavoform 3differs from the

7)e In drawing those copolusions, 1% was assusoed

noise with jntensity given by Eqe {s-2

(£)/an are orthogonal for any pair of aifferent indicess

that the funotions D () = 3hp

Y S
and that 1)21_1& - Dzi(t).

CHAPTER 10
DIRECT LODULATION SYSTEMS

10-1. pefinition

e ——

BY direct modulation systems wo 8

hall understand systems in which the transnitted

P T

wavefora (messnge) F(t) enters direotly as & paramoter jnto the expressios for the signale

can write the general form of the signel a8

(&) = A[F(e)e g -

In this cas® we

(10-1) Ap

eot modulation systoms 8re

= e e ]

amplitude modulation, whore the signal can be

Exsmplss of dir
writton &8
Aple) = g e W (t)] coslugt * #) -

o modulation, where the signal can be written as

TRO R cosfu t + Fe) + 9

S | R

phas

o

whore the transmitted signal 18 written &8

otce. Frequonocy modulationy
A8 = Vg confu b LAFEaE ]

thoe direct systems jn the senso of the terminology ©

£ this booke Since

e IITE,

does pot volong to

thoe transmitted waveform F(t) appoars bohi

nd the jntegral, we shall call this Kind of

modulation jntogral modulatione single sideband tronsnission is also mot 2 diroct systcds
sinco in this case also the signal cannot bo expresscd ana.lyticnlly in torm3 of the treans=
3 we shall study pulse modulation systens, which are

mitted waveform F(t)e In Chapter 1

also not classified as direct systemSe

10-2. perivation of basic formulas
s the transnitted ~aveform F(t) can be exprossod BY e (9-1)»

Since by hypotheui

S TR

o eyt S
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M oy A T

for a direot modulation system wo oan write the signal as

b 4
Ap(E) = AlF(), €] = A[ %f! A1) t] ,
|

() (t)
Dj("') - :_aA_F.__ - a""____.. Il(t) .
a).! oF

Yie also assume that the function [aAF(t;)/aI-‘]2 contains only sinusoidal components with

frequoncies greater t)um,a /‘1‘. 3,00, greator thi

sinusoidal components of the transmitted waveform F(t); this condition is usually satis—

fied. Then, according to Ede (2-26), we obtain

e e
n!(t) - Torgte)/oF1* 1, Z(x) = [arp(e)/oFl

(10-2)

— ___,‘_2_._————
D, (£)D (¢) = [aAF(t)/aF] Il(t)lk(t) =-0

1t follows from those equations that the conditions (9-15) which were jmposed on the D z(t)

QTR Eoi e RTINS

are satisfied in this case, end wo can use Bise (9-25) and (9-27)s Tt is s consejuence

S w5

of these equatiouns that, for the xind of modulation syston jn question, W have at the

3 AT IR

output of the jdeal receiver not only the transmitted waveforn F(t), but also pormal fluc~

tustion noise added to it. This noise has & wmiform spectrn and an intensity which,
aoccording to Eqe (10-2), is equal to

e

m—————
(10-3) o* = of \/ laA,,(t)/aFl

1t is all right to assune that the noise has the same frequencies 83 those coptained in

et Y it PSRN ZIE

the waveform F(t), since any other frequoncies cax ve filtered out of tho roceiver outpute

10-3. @bmum noise imnun ity for for am Elitude and linear nodulation

In emplitude modulation the signal can be represontod by tho exprossion
(10-4) Aple) = U [« wr(t) ) cos (ot + g)

where M is the coofficient of modulation, since Wwo agreed to assumd that =1 Lr(t)$ +L.

1t follows from this formuls that
(10-5) 3Ap/oF = UM cos (0t * g) -

This 1is & hi.gh—l‘roquoncy saveform with frequoncy cno/Zu. so that the restriction jmposed

1%, S ek A O

SR

o PINE

o e T ol 2 iy AT
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T

OISR A~
so that, as & result of noise, at the output of the ideal receiver wo have normal fluctu=
ation nolse with intensity
(10-6) = VEo/U M .
jere, and in what follows, it is asoumod that the gain of the receiver 3s adjustod so
that the wavefora produced at its output by the signel 1s F(t)e For convenience in com=
paring this with other methods of modulation, we express Ug in Ble (10-6) in torms of

tne effeotive value of tho signal voltege taken for the casos F(t) = 0 and F(t) = coallte

For F(t) = 0, we obtain

I =)
v, -A(O.t)--z-ui .

end for F(t) = cosdfl t, wo obtain

Uim- A (coasﬂat.t) -%Ui Q *}i‘z) .

wheno
anoe 2 (1’)%)02

(10-7) d’z - _ﬁz. - ____‘zu__z,_—-
(] ol

The maximun noise jmmunity is obtainoed for =1, In this case

2 02 302

10-8 - g =
Q-8 -5 T W

eo em

For linear podulations the signol cen be written &8

g+ uom-‘(t) conlut + g) °

(10-9) A}.(t) =Ty cos(w bt * 3
The amplitude modulation analyzed above, the 80 called quadrn.turo modulations and also
suppressed carrier tronsmission using both sidobands &re special cssos of linoar modula-
oo that Ele (10-5) i also valid for this kind of modulations which

in this caso at the output of the idesl rocoivers

tiov. It js casy to &
in sddition to the granspit-

moans that
thero is pormal fluctuation noise, with jntensity £370% vy Ble (20-6)e

ARt

teod wavoford F(t)
10=4e gtiznur.x noise jrmunity for ghaso mdula.tion
the signal can ve written &8

) = ugcos [agt * oF(t)]

For phas® podulations

(10-20) A

e SR TR AT

S T M
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vihoro m is the modulation indexe For such & signal, we obtain

aA?(c)/ar =-Tm sinfo t + =F(t)]

whence
IJz mz Uz nz

[a:\l_.(f:)/a’i]2 .o - __P_z—-— cos 2o t + 20F ()] o
2
In the cage whore &, js large enough, this wavoform has 10 low=-frejuoncy components, S0

that the condition (10-2) is catisfiede Yoroover, wo have
2

=y /e
Eape)/E]" = 4’;—- .

which means thet, due to {ho noise, at the output of the ideal recciver vie have, in addi-
tion to tho trancmitted waveform F(t), pormal f1votustion noise vith intensity
(10-11) *=VEo/TUm o
For phece modulation, the effective volue of the cignal equals

o = £2(0,t) = Ai(cos.ﬂ.t.t) = %‘Ua .

e °

Introduoing these values into Eqe (ac-11), we obtain
{10-12) gt =o/ =0, .
e seo that for phase modulseticn, the optim: noise immumity is as many times greater then
the optimum poisc immunity for amplitude noduletion as M is groator {hon M. Since for
amplitude moduletion M carnot e largor than unily, wheroas for phaso modwletion m can
be muck: grovter than unity, wc can obtwin greeter opbimun noiso immmity for phaso modu-

Jetion then for amplitude roduletiole

10-5. Yoise E_““.‘u_l.lfl for erplitvde pedulation and ordinary roception

Yie now OOWpAre the optimz noise imramity for amplitude moduletion (otteined in
Section 10-3) with the noise jrmunity obtained for this kind of tranemissior. when using
an ordipAry receivers 1f before the detector thoro is & £3ilter which pasces tho signal
frequencios, then at the fi1tor output the noise voltege has tho form given by e (B—G).

so that the su voltege acting on the detoctor oquals

- ’ ‘-l ] Oal .
(1o0-13) YB3 * m‘(t)]cos wt + \/Z"Fl.n(t) cos at + VZ ul.n(t) ein o b
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o et £ At o T T4 e

Tho amplitude of this waveform cquals

(1016 u, - /{Uo[l +FE)] + ﬁwi:n(t)}z + wfn(t) .

If the noise ic sufficiontly small compered with tho sigrel, then the quantity Y-’izn can
’

be noglected corparcd with the squaro of tho term in curly breokotc. Then we obtain
LT
(10-15) U Uo[l + R )] + V2 Y.l.n(t) .

1f wo asowne that a linear cotcctor ic usod at tho receiver, then the n. ¢. componacnt

at the detcctor output is oqual to
(10-16) xl'oom‘(t) + \Ev:i:n(t)] .
If at the roceiver we usc & syrchroroua detoctor, which rospords only to the cosine com-
ponent of tho voltege (10—15) applied to the detector, thon this result is oxact evon for
large noise jntongitys If the gain of tho rocoiver is chosen 50 that tho vaveforn at

.

jts output is equal to F(t) in the absence of noise, then in the prosence of noise,

according to Eqe (10-16), the yaveform is

(10-17) F(E) + -‘%;w;:n(t) .

Sinco, as shown in Appordix B, \'-'i:n(t) is normel fluctuaticn noise with intensity O, then
at the roceiver outpub thore is added to the transmitted waveform tho norrel fluotuatior

noiso with intencity

(10-1R) F=ayZo /MU .

Thus, we soe by comparirg Fase (10-6) and (10-1#) that the snfluence of noise is the eero
for the real rocoiver &nd for the ideol receivers Vie can conclude frum this that for

amplitude modulation, mmwﬂgmmmmﬂﬂmsw

poice immunity in the prescnce of vieak noisc. llence, in the cose of signalec of the forn
oot ipmunity an 2A° e — =

TR S s

2R

(10-4) end for vieg): noige, no spprovements cen give & noiso jmmmity bhighor then thet

given by the ordinary roecoiver with a lineor detector,

The camo result is slso obtnined when ve snvest;pute other 13neer rmodulaticn cystors,

TV [ EAh 1%

pEdwecdS

Ce Lo quadrature rodvleticn apd two—sideband, suppressed corrier troncmisciole Ir theso

P
AL
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ns

cages it also turns out thot the reception normelly used with these methods provides the

optimun noise iwemunitye

10-G. .olsc unity for phase modulaticn and ordinary rooccption

For phaso modulation with the signal given by B. (10-10), teking into account

added noise, wo obtain in the receiver (aftcr the Te f. or i. f. filter) the vwaveform
(10-19) o, ooslm t + mI-‘(t)] \ﬂ'ﬂ (t) cos @t + \/fﬁ (t) sin mot R

as follows from Appendix Be To simplify the calculation, we consider only the case where
the transmitted waveform is small and mF(t)«1l, In this case, for weck noicec, when we
cen tako ¥y A (t)(kU and YI (t)«U , we can reprosent the sun of the wavefoms (10-19)

by one wtve!‘or-
U, cos [_mot + ¢(t)]
glt) = mF(t) = ﬁ LROR

If this waveform 18 applied to & discrixinator which reocts only Yo its phose and not to

its amplitude, then after the discriminstor we obtain the waveform

F(t)+‘]z w )
0

after choosing the gain in tho roguired way. Since, &8 shovm in Appendix B, W 1, n(t) is
normal fluctuaticn noise with jntensity o, then in this caso, aftor the discriminetor
thero is added to the transmitted vavoform F(t) the nomeal fluctuatiorn rioise vith
intensity |

(10-20) VEa/mU, o

Thus, we sce by corparing Eas. (10-11) and (10-20) that the nethod of reception examined
hero provices tho ogtimmg_o_}_sg_ ;_’meunitx in the pr rosence of weak noise, at least for

small moduletion indices.

J0-7. Xoise inmmnity for smglo-s:.deband transmission

In this section we study the noise jrmunity for smglo—sidoband transmission. This
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¥

transmission system does not belong to the diroct systems,

convenience.

tion with the jdesl receivers 1f the vaveform

but is discusced here for

Vie now find the jnfluence of noise for this kind of transnissicon and recep=

i
2
Fe) = 5 Opsa VE sindpit + %, VB cos?pit)

1-11

js transmitted, thon if the upper sideband is vused,
i

(10-21) AF(t) =0,

i-il

whero wo/Zn is the carrier frequencye

the signal has the appesrance
2n, 2n.
> : [121_1 Ve cin(—.f-:. + wo)t * X Ve eou(Ta. + ao)t ] R

From this we obtain

Dzi-l(t) = uo V2 a;'m(gg—i'b mo)t *

D, (8) =T, VE cou(-z,f“-i vedt -

Dy () = D, (¢) = “i

Di(t)Dj(t) =0,443 -

Thus, the general formuls (9—27) is applicable to the system in quostion,

so that the

noise intensity at the output of the ideal recciver equals

(10-22)
Vie obtain the same poise immunity for recoption on
singlo-sideband trancmissions
CHAPTER 11
PULSE MODULATION SYSTERMS

11-1. Definition

By pulse modulation systems we shall wnderctand systems in which,

ougly trensmitting @ yaveform F(t) using the signal AF(t),

jnstexteaneous wavoform values

(11—1} soe |F("2T). F-7)s F(0),

Flt)s F(2T)soee

o*-o/\/DE(t) -a/ui .

the rocoiver ugually vsecd to receive

TS,

SR

instead of continu—

S %

wo trancmit only the separate

SR
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taken at insteants of time separated from one another by the amount ve We achieve the

transmission of those instantaneous values by using separate signals (pulses) which :
follow one another in sequonce. \

In doing this, we can use any of the nethods of transmit-

ting separato parameter values disoussed in Part IIT. In this case,

the transmitted ?E
quantities are the instentancous values (11-1).

To transmit the instantenocous value F(0), we use a signal A(p.o,t) beginning st t=0,

vhere wo have set pO-F(O). To transmit the instantancous value F(kt), we use a similar

signal A(pk,t-rk) boginning at t=tk, where

(1-2) n = FQx) .

Thus, we achieve the transmisscion of the waveform F(t) by using a signal
{T/27)- 1

(21-3) Ap(t) = § A(uk. t - k)
k= -T/2<

AT

The choice of the limits in this sum recults from the fact that all prococsos studied in

this book have to lie in the interval (-r/ﬁ.wr/z). Yo assume, that T is chosen in such

LR e L

a way as to make T/2T an integer,

Lot

11-2, A way of realizing the pulse modulation system

55

We now exomine a possible vay of ronlizing the pulse commmication system, and ex-

plain the basic reletion which makos the system realizsble.

2n oot ol

The means of obtaining the

signal pulses in the trensmitter is in principle very simple, and can be schenatically

achieved as follows: At instents of time ‘which are multiples of <, a switch closes &

oirovit on which thero acts sn 6. m. f. proportional to F(t)e Then currcnt pulses with

veluos proportional to the instenteneous values (11-1) flow in this oirouit. These

currcnt pulses act on & moduletor, and ohango the form of the r, f. pulses sont to the

rocoiver by any of the mothods studied in Part II1. Vhen the r, f. pulses arrive at the

receiver, the instantancous values (11-1) sont by the transnitter aro first restorod, and
.

then short pulses proportional to these instentaneous vnluos are produccd. Thece short

pulses can be written as

F(r) Bt = kv)

Py
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Tho voltage produced by all these pulses 18
(rfe0=1
(11-4) z : Flke) Bl& ~ k%)

¢ = ~T/27
Horo we do not tako into consideration & possible cons-tant delay of the pulses at the
rocoiver with respect to the pulses at tho transmitters
Yie assume that F(t) is & continuous funetion and that §(t) = O for £ £0 snd t)4c.
Then the equation
Fler) J(t - xe) = FE) Bt - kv)
is valid with arbitrarily grest acovracy, if € 18 gufficicntly gnalle In fact, I(t - kr)

3s different from gero only for values of © which lie in an arbitrarily erall intorval

(xt, kt + ¢), in which wo oen assume that F(t) = F(kt)e Taldng account of this fact, we
can write Ble (11-4) a8
o= 1 afeo-1

F(ex) Pt = k) = Fl®) Y. Be-e -
(11-5) k= - T/27 x = =T/2t

- F(t)a, * F(t)dlcos(m°t¢¢1) + F(t)dzcos(zu°t+¢z) 4 eoses ¥

where «, = 2“/1:, and do' dl’ dz.... are cortein constents. The 1ast expression js obtained

by expanding the sum
irfezls 1
(11-6) >7 Bt - xv) o
x = -T/2

which is a periodic function of T, &S a Fourier sories. Lot the highest froquoncy ontor—

ing into the waveform F(t) be fm&x’ Obviously, tke highest frequency entering into the
first torm of tho geries 1is equal to this qunntity. The second term of the geries is sn
amplitude moduletod weaveform and ocan be docomposod into sinusoidal corpononts consisting
of tho carrier and sidebands, whore the lowost frequency of & corponent is ohviously

(mo/Zﬂ) - foax® In tho third term, the lowest frequency is obviously (Zmo/'ZI) -f s

and so forths Supposo that the highest frequoncy f of tho first term j& less than

the lowost frequency of tho remaining terms, 1e€e

11-7) - < (mo/Zu)-rmx

-
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or
(11-8)
or

(11-9)

Thon, bocauce of the freguency separation,

(1/"7) - (‘%ﬂ")?z fm .

< LQfer ) -

it is clear that tho first term of (11-5)

oan bo completely filtered out from tho other conponents, so that wo cen obtain F(t)e

Thus, vsing tho method describted, jeCe, the pulse Egprosonte.tion (11-4) with s filter

or harmonic enalycis,

pulses _1_5 greater than twicc the maximun frequency entering into the vaveform F(t),

wo cen reproduce the vwavefomm Ft), if only tho frequoncy of the

o or,

whet smounts to the same thing,

tho smallest

if tho distence T botveon the pulses is lees than half

poriod of & sirusoidal component of F(t) ¥

31-3. Cptimum noise jmmunity for the pulse modulation system

Vie now detormine the optimunm noiso immunity of tho pulsc modulation system, starting

from Eq.

oA ()
(11=10) ‘T
2 ar,

Vie assume that pulses A(pk,t-ln:) with different k do not overlep,
of time t only one of the torms of tho sum (11-10) can differ from z€rce
the separate terms of this sum are orthogonal,

Tl-1

nm(t)n I(t) -

(11-11)

Loreover, clearly

(11-3) and the goneral fo

D(t)-—-—-—— -

Kk = =T/2x 2

rmula (9-27)e We obtain

TRD; L ar(p,tork) @)

x = -T/27 Ay Ny
so that at any instent
In this oase,

and we obtain

(oA b-ke) /o ] 2 er) at{er)
n

(11-12)

[aA(uk.t-k:)? - [ar«(uk.t)/asxk]z - A%t .

B

Vle shall assume for simplicity that this quentity does not depend on the wvulue of B3 this

is tho case, ©«fe»

3n a1l the examples

snalyzed in part 111. In the cascs where this

% The reader will recognirze the rcsexmblaunco of the results of this

goction to the

standard sampling theory of Shenron and othorse (Translator)
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quentity depends on the walue of He the intensity of the noise process at the receiver
output will depend on the transmitted waveform F(t), and the calculation of this jntersity
‘becomes eomplielted. However, if in this oaseo WO look for the noise jntensity at the
recoiver output for F(t) = 0, thon the results of tho calculations sre valid; we need

ST
only roplace the expression A'; (n,t) by its value for p = O. Taking account of (11-12)»

we obtain | (T /21')- 1
(11-13) DL Iye) = A5 > Fom) )

x=tfx 2

Moreover, from Bl. (9-1) we obtain

.a%%‘-i—)— - VE cosiike

(11-14)
- Z -m?}u-:

Substituting these exprossions ijnto the sum (11-15), we obtain

()D, (t) FE '
D (&), (t) = Of .
(11-15) g or ®

-

1. T2 )
Dl(t) "X T A“ (l‘nt)

Thus, according to BNe (9-27), at the output of the idesl receiver, in addition to the
roproducod waveform F(t), we obtain fluotuation noise added to it, with a spoctrum
equal to

(11-16)

R
vt A"f(u.t)

Yio Xnow from Section 6-6 that when & parameter ¥ 4s transmittod using the signal Ali,t)s

we obtain the least possible mesn squarc error bm. given by Ple (6—40), whan recoption
is with an jdeal receivere. 1t follows from the form of theso equations that the noise
intensity at the receiver output can be expreased as

(11-17) o = 2usl, o

Yie soo that the normal fluctustion noise which the addod noise produces at the output of

the ideanl receiver has wniform intensity, just as in tho c&s® of tho direct modulation

oniniz b i
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.‘ 3

pothods. The jntensity of this noise teocnes 1arger when the minimum moan square error
bm for trancmission of the jnstsntaneous valuos F(k-t) of the trnnsmib\;cd vavefors becomes
largere Thus, the problem of raising tho optimum noise jmmunity for the pulse modulation
system reduces o docreasing the minimum O8I square error obtained in trensmitting the
jnstantancous valuese A that vas gaid sbout this in Porbt 111 is appliceble in the
present 0850s BY decreasing T jeGeq DY decreasing the number of signal pulsess we cén
decroaso o¥*, but the average signal povier is thereby snoresseds

In vhat follows, WO shell noed to Ynow the effcctive value Uoo of the signel when

F(t) = O which for thoe pulse modulation system is given by

T/eti- 2 ’
2 > tpo- 1 I
( Z A(o,t-kc):\ = ﬂ%:’ 22 (0, b-kT) = ’%-r 12(0,t) »

x = = T/2% x = =1/27
according to Ede (11-3). Hero we used tho fact that the waveforms of the separste pulses
v

do not overlaps and B8re therefore orthopgonal a8 this impliess

11~4. Noise jmaunity of the rocoiver analyzed in seotion 11=2

In this goction we jnvostigate the noise jmmunity of the pulso modulation rcooiver
which has tho principle of oporation studied in section 11-2» and we compore this noiso
3mmunity with tho optimum noise jmounitys In doing Yhis, WO assuno that the first part
of the roceivor in question, which reproducas the jnstantaneous values {rom the recoived
signal, oporates jdeally. I section 6-5» it was shovmd that whon woealz noise js sdded to
the siznal, the transmitted quentities aro roproduood by the jdeal roceiver with errors

whioh in the giveR cnse, acoording to P1Se (5-28)» (6-36) and (5-38), are for the k'tn

pulse equal to
(11-19) 5, = Lk(t)’u’l“'v(t) = 5m9k .

where

s

1 —_e
L () = A“(u.t-.‘ﬂ) /A (t-Xv)

8y is a normal random variabls, and

S

‘/2 .A|2 '_
S =a/ \ T “(p.b-l.t)
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is the mean sguare error with the ideal receiver. Since the pulsos which are used to
transmit the wvarious instantanecus valuss are by hypothesis non-overlapping, the I.k(t)
with differont indices are nutually orthogoual. Thoroforo, according to (2-60) and (2-61),

the °k are mutually independent. Yorcovor, since we assumed in Soction 11-3 that

————— -
A'“(u,4-kt) does not depond on p, we find that tho quartitios Lk(t) and therefore also

[y
do not depond on .

]
p )
Due to the action of noise, the rocoiver reproduces the values F(kt) + cmok instead
of the instantancous values F(kt). According to Soction 11-2, in order to use these
valuec to rastors the waveform F(t), we form a systom of short pulses, which in this case
has the form
/et~ 1 aI/21)- 1 T~ 1
(11-20) E [Fctj+5 0, $lt-ke) = E Fler)Plt-ke) + 8 E o, le-kr) «
k= = T/t k = -T/f2t k = ~T/2t

If in this expression we loavs only oscillations with frequenciss less than 1/2t, then,

as shown in Section 11-2, the first term of this expression oquals the quantity dor(t) .

where d° is soms oonstant. e now show that under these conditions, the second torm 1s
normal fluctuation noise with intensity equal to

(11-21) Vit s __a .

for the frequencies from O to 1/2t. %e first find the oosino componant of the second

term at frequency n/ls it equals
+1/2 Tfr-1 a5 (T/RT-1 4T
2 2n 2%
7 j 5 m E ekb(t-kc)oos-r- ntdt = —.!1""- E ‘ o, I E(t-}n)oos—f ntdt .
x = -1/2t k=Tt -T/2
Sinoco ﬁ(t-k—r) js differont from zero only in the immediate noighborhood of ¢ = ktr, we have
+1/2
I $(t=k) eo&%'-'— nt dt = Q oos%'-nk:
_g/g
where O'I'ﬂ 'T/Z
(11~22) o = _( Blrmicr) dt = j e)at
-1/2 -1/

O P g e

o il
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&)= 1

2u
cn-—-f—-.- Z choﬁ-rnh .
k = -T/2%

According to Pj. (2-74), taking into considoration the fact that the &, are indopondoent

normal random variables, we obtain

28
mm
(11-23) c, - —r“‘/ T/2< o0, v
whore oon is & normal random variable, inasmuch as

a/fex'=1 afexd-1

ooaz%’-n}n‘- E (%’-4'%'-00&-4;—111:1)--2‘{;
k== T/t k= - T/2¢

since the sum of cosines is zoro for n/t <¢1/2t. 1In the game way, the amplitudo of the

sine component at frequency n/r is oqual to

28 \/——-
(11-24) sn-—;—— a Vv /2t 0, -

Using Section 2-5, it is not hard to show that tho random variables 001. Qsl' 902, 982....
are mutually independent,
Yio now find the quantity d vhich is tho constant componont of the sories (11-6).

It equals
+T2 Ifot-1
1T
(11~25) S E J(t-xv) at = Fzo
-T2 k =-T/2t
whonce O = Td e Searing in mind all that has boen said, and rotaining in tho second

term of the vaveform (11-20) only components with frejuencies less than 1/21:. we obtain

the waveform
(I/Z'c\— 1

(11-26) ¥y o ooy NOEEI AL, E (Ocncosg;- ot +9_ sm%'- nt)
n=1

which, as follows rom a comparison with Bie (2-5), is tho normal fluoctuation noise with
the constant intonsity sjual ‘o (11-21), as was to bo proved.

If now we choose tho pgain of tho roceiver in such a way as to mako F(t) tho waveform

T A 8 e i
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at its output in the absonco of noise, then, oloarly, the additional waveform which is

addod to the output waveform in the preacnco of noiso is tho normal fluctuation procoss

with intensity
(13-27)

Comparing this rosult

we arrivs at the conolusion that tho means of rocep tion up_!_!_lxzﬂi_ in Soction }1—2 Erovldol

tho optimum noise jmnunity, if in it wo uso the jdoal rocoivor to roproduce the instanta-

o* -\/—2—‘; 5m .

with that obtained in Sectlion 11-3 for the optimum noise immmnity,

neous transmitiod valuos. In the casc vhore & nonideal receiver is used for this purpose,

the mean sgjuare error

the intansity of the noise at tho recoiver output is incroased by the same amount as com—

parcd with tho fdcal case.

11~5. Optimun noiso ijmmunity for pulse amplitude modulation

L in roproducing tho jnstantancouc values is larger than 8 . and

For pulse enplitude modulation the soparate pulsos are givon by Eje (7-1)s Accord-

ing to Eis. (7-2) and

(11-28)

For convenience in comparing this with other Xinds of modulation, we replacc B (t) in

this formula by the offeotive value of the signal. According to 3s. (7-1) and (11-18),

we obtain

(11-29)

Subsbituting this quontity in Eq. (11-28), we obtain

(11~30)

(11-17). thoe noise intensity at the output of the jdeal receivor is

*#2 -:vz

(3 T e .
T Bz(t)
TN

@ - A2 (0.t) 2T Bi(t)
0 T <

*=o /U, -

Y:s pow compare this valuo of the intensity of the noico procoss at the output of

the ideal receivor with tho same quantity for ordinary amplitude modulation, disoussed

in Section 10-3 and characterized by Ene. (10—“). a5 the comparison shows, the x_rg}gg

intonsity ot tho outpu:, and thorofore tho optimra noise immunity, nf the two systons

is the samo. Vo saw in Soction 10-5 that the optimum noise jmmmity for smplitude

A e .

L -
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modulation in tho prosoncse of woak noise can be ronlizod using the ordinary roceiver.
Theroforo, tho pulse amplitude modulation system camot provide better noise protoction
for the cano 8VCrage signal power than ordinary omplitude modulation, rogardless of the
roceivoer, at least for woak noise and undor the conditions for which the noethod of recep-

tion degoribed in Seotion 10-5 is roalizable. ’

11-6, Optimum noiso jmmunity for pulse time rmodulation

Lot the signal in this case bo givon by Ede (7-9). According to E1s. (7-11) and

(11-17), the noise intensity at tho output of the jdeal roceiver is ejual to

2
(11-31) 0-1»2 o 2410
L

o ©

We now expross this quantity in terms of Uio. using Ele (11-18)e In this case
T AZ(n, ) v
2dl °
whenoe 2
2 2 2 [

(11~32) ¢ =y¢ w70 . —
en a0 e Ll

Taking account of this valuo, we obtain

(11-33) o = _2-135’-2-—2—
L

for the oase of pulsd time modulation. It is olear that tho noise imnunity inoroases
whon we inorease the time shift T, of the modulated pulsese Since this time cannot
excoed T, we have Ty I& 1 (l/an, whoro !‘m is the maximun frequency of the transmitted

wavoforn. Vo give T, its maximom possible valuo by gotting T ™ I/me. In practice,

To is always somewhat less than this valuo, so that for this value of T we obtain &
somezvhat largor value of tho noisc immmity, which, according to Eqe (11-35) is doter-

mined by the quantity 22
48f o 2
m 12

2
- 2 2
(11-34) o = _sz;f - Tz(znrm/.n,) .:_i. = 1.21 (2nf /4fL) %f

The quantity (2uf {1,) shows how many btimes smallor tho bandwidth 2f_which tho sipgnal
- e

ocoupies for ordinary amplitude modulation is than the bandwidth Jl/ﬂ it occupies for
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e e e A A b G

pulse time modulation, Comparing this formula with Ble (10-8) which charscterizes

ordinary omplitude modulation, wo seo that the noiso intonsity at tho output of the idesl

yroceiver for pulse time modulation is sggroxi.\mtolx as many times less than that for

g_n;plitudo modulation, as the bandwidth ocoupied by pulsc time modulation is greator than

that ocougiod by amplitude nodulations According to Eqe (2—-57), for pulso time modulation

with bandwidth O to 1“. the effective valuo of the noise voltage at the output of the

jdeal receiver is

21(!‘3/2

(11-35) \/?\;21'(1/21).1(*- = o* VI = 1.1 _—ﬁ—-{‘r.-

11~7. Optimun noiso irmunity for pulso frequenoy modulation

For this kind of modulation, the pulses aro givon by E3e (7-37)e According to e

(7-40), the noise intonsity at the output of the idoal roceiver is

. 2
11-36 o w2 .

By Eas. (7-39) and (11-18), the offective value of the sigoal waveform is in this oase

2

U-r
Uio-uzen-ui 22
2t

T AZ(1et) = %uﬁ T, .

Substitubing this quentity in By. (11-36), we obtain

2
(11-37) ™ = .]12"
K3 T°U°

Comparing this formula with En. (11-33), wo cee that they aro complotoly jdontical. In
both formulas ﬁ. /n is approxi.mately tho bandwidth ocoupied by the signal, and %o is
approximately the time required to tronsmit ono pulsee Thorofora, 81l conclusions con-
cerning this modulation system coincide with the conoclusions soncerning the pulse timo
moduletion analyzed in the preceding section. In this cage, Wo must also try to make %,
as largo 2 quantity es possible. As beforo, tho maximuna possible value is Ty <. Eqe

(11~34) and the deductions from it are also valid in this case. of courss, the methods

Satierai B

REE TR ATV
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of combinod modulation disocussed in Section 7-9 are also available to raise the noise

jmmnity in the presence of weak noise.
CHAPTER 12

INTEGRAL MODULATION SYSTESS

12-1. Definition
Systems such that tho integral [ F(t) at, rathor then tho transtitted waveform F(t)
jtsolf, onters the annlytio exprossion for the signal, will be called igf‘e!g_n_l modulation
systemse A woll known exampls of such modulation is frequoncy modulation, whero the fro—
quoncy of the transmitted waveforu can be written as
o= o +fLFr@®)

whoro:.n.. is the frequency deviation and F(t) is the trangmitted waveform, the value of
which by hypothesis varios within the rango 413, As is well known, the analytio expros—

aion for tho signal with this frequency is

(12-1) A() = U cos [moe vl FF@E) at] .

It is epparont from this formula that this modulation differs from phaso modulation,
givon by Eqe (10—10). in that it contains the integral of the function jnstond of the
function itsolfe It is clear that very many differoat types of integral modulation can
be produced. To do so, it is onough to roplace F(t) in any formula for the signal in

diroot modulation by tho sntegral of F(t)e

12-2, Optimm noise jmmunity for intesral modulation systems
o ———— ——— e e o e st e et et

For tho integral modulation system, tho signal can be writton as

(12-2) ap(8) = AL F(E) gt & =l el

whore 12

Y - fF(t) at = JZ (hpyq VB singi.'-'- it + N, VE oosgg- it) at =
1miy

(12-3)

i
2
™, ™,
- E (——gi—,leé'cosglit«v )‘ZI\fz_sing—'-it) .
2ni T 2ni T

i-il
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1t follows from this that

al,(t aA,.(t) 2
%(t) - ___—-)— - ____—-_‘—*:
g ¥

2% T 2
m'-mﬂmr"—iﬁ

Therefore, a8 in Section 10-2

- . F.® YR
T2, 4 (&) = D () = (1/ems)e [arp(8)/2X])"

— e

Dk(t)ng(t) «0, XfR =
In proving these statoments, it was assuned that the function [at\r(t)/a‘_‘i:]z contains only
sinusoidal components with frequencies higher than 212/‘!, j.0e, highoT then twice the
paximum frequency contained in the transnitted wavefors F(t)s Thus, the conditions (9-15)
are valid for integral modulation systomSs and we oan use R (9-27). Therofore, for
these systems the noise jntensity at the output of the jdeal receiver is

20

(12-4) *a/r) = —= =

'_—_1—_::;5’5‘
=y
NATTNOY
so that the poise jntensity at froquency f 18
(12-5) at(e) = 8 2 .

J [alt,‘('a)/a‘k.lz

As we see from this formuls, in intepral modulation systems the noise jntonsity st the

e e

output of the ideal receivor increases in proportion to the freguency, 8% opposed to the

modulation systems studied earliers According to Fle (D-9), the of foctive value of the

noise process at the output 18

oo
JEwe®) - \/Jo“z(f)df- e
(a2-6) Jfox @/ T
0 ] —_—-——‘"“"—'——‘E
.?\_ﬁ! cf:/z / J [aAF(t)/ai;]
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12-3. Optimun noise immunity for frequency modulation

We now apply the formula obtained in the proceding section to the case of frequency
modulation. For fregquency modulation, the signal can be representod by B. (12-1). Thus,

applying the notation of the preoceding seotion, we obtain

Ap(t) =0, oos(mot 0;{2.!) R

an (£) /3% = = U JL sin(et +LY) .

As can be seen, the square of the last waveforn does not contain any low frequencles if
ER is sufficiently large., Moreover
2 2 a2
|aag(6)/0 %l = g &2,
whence, socording to Eq. (12-5), we have

(12-7) o*(r) = V22 2
°
For this kind of modulation, the cffective value of the signal equals

2 2 1.2
e " Y%0 " Yemn "z %

Thercforo, in this cese

(12-8) ot(f) = %"‘-‘1 -“1
[ ]

Accordixg to Eq. (12~6), for this modulation the cffoctive noise voltage at the output

of the idoal receiver is
3/ 3/2
22 2n rm g ern o
(12-9) \/ EW¥(t) =-"—= —— 0.578 —_ .
\5 aﬂa Uo ;ﬂa U°
Comparing this kind of modulation with pulse timc modulation end pulse frequercy modula-
{ion, with optimm noise immunity given by . (112-34), we see that at thec highett fre-

is approzirstely the

gomo in both cases. In the case of frequency roduletion, when the frequcncy is decrcaged,

the noise irtcnsity decroases, &s opposod to the pulse systems, vhero it remains constent,

This gives spproximately twice as sz2ll &
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output of the jdeal receiver for frequency rodulation as corparcd with pulse modulation,

as follows by comparing Eq3e

the idoel rccoiver with the noise immmity cf the reel receivor vhich is usually used

shows that tho moise Snmunities

wosk poise.

CHAPTER 13

EVALUAT1ON OF TEE INFLUEKCE OF STRONG NCISE oft THE

TRANSHISSION OF VAVEFORLS

13-1. Gencral considoratiors

In this chapter, we shov hew to cvaluate the optimm roise immunity of aystems which
aro uscd to trancmit weveforms, in the presence of strong noise.

the influonce of noise in this cesc is often very ¢ifficulte.

rocoiver output may rot

ted veavelform, However, it is pot hard to obtain an

enco of strong noise by using the maximum éiscrimination of the transmitted wavofon:s,

which connot te oxcoeded with sny rccciver, for the given mcans of trancmission and the

Given noise intencitye

12=2, Moximum discrimiration 2_1’_ trun:‘ndi;_t_cg_ wavoforns

(211-35) and (12-9). * comparison of the noiso jmmunity of

arc the sero for frequc

even be morrmal fluctuvetion noiso,

approximate cvaluation of the influ-

Lot & waveform Pl(t) (a souvnd wevo, ssy) bo transmitted; in this casu tho transnmiticd

signel is hg (t).
1

the roceiver doos not reprocuce the vavoforn ?l(t) at its

which is a distortion of Fl(t) produced by tho r.oiso.

mittod instced of Fl(t),

to thc ncition of roiso,

of the wavofom F, (t). Tho emount of 2istortion preduces by the roien con bo eveluatod
as the probability that bty vsing the waveform reproduced ty the receiver (a sound veve in

this cese) wc correctly da%ernino vhether f’l(t) or ?z(t) vas sonte

be obtained exporimentslly, €efes

Let the noise “u‘) () bte edde2 to this signal, with
’

then the trensnitted cignel would bu Ap (t). In this case, due
2

tho weveforn st thLe recoiver wrould look like & porturbed versicn

«r rodulation in tho presence of

A prociro evaluation of
Tho noise procoss ot the

and mey depend on the transmit—

the recult that
output, but snothor waveform,

if the waveform F, (t) —os trens-

This protalility csn

by ucing the followirg articuletion experiment, which
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is suitable for the case of tcleophony: Somotimes let the sound waveform Fl(t) be sant,

end other times let the waveform Fz(t) be sont, in an orcer which iz uninown at the

roceciving end, but in such = way that on the average both waveforms ere sent cquelly
often. Suppose that at the receiving end a listonor writes down oach timo vhich wave-
form, in his opinion, was sente Obvicusly, in some cascs he will write down tho corroct
answer, and in other cases the jncorrect answer, ag can bo ascerteined sutsequontlye
Then, for & sufficiently large punbor of trisls, tho number of correctly choson sound
yaveforms divided by the total mumboer of transmitted sound waveforms equals the desired
probability.

The maximum poscible value of this protability for a given means of trancmission,
5.0., for given signals AFl(t) and A.Fz(t). con casily bo found thooroticelly. In fact,
in Cheptor 4 we found the probebility that tho iceal roceiver corrcctly docicdes which
of two signele known jn edvance was sont, whoen noise is edded to the signal. Also we

showed that ro othor means of reccption cen provide a larger veluo of thig probabilitye

17 we correctly dotermine which of tvo waveforms Fl(t) and Fz(t) wog sont, by using the
yavefona at the receiver output, we thereby determine vhich of the signals Al(t) and
Az(t) was sent. Therofore, tho probtability that we correctly decide vhich of tho vave-
forms Fl(t) or Fz(t) waa sent, by using the viavoform at the rcceiver output, which is
distorted by moise, connot be greater than the probability that the ideal roceiver cor-
rectly discriminstes between the signals A.Fl(t) snd AFz(t). According to Section 4-1,
this latter protability is equal to

(1) 1-P; " 1 - V(g) »

where \

(1-2) a=2V 0 - T

In this way, we¢ can evaluste the discrimination which cennot be excecded, given tho wave-
form, the modulation method, and the noise jntensity. By this means, it ie clear that we
can algo determine in many casec how closo tho givon receiver is to beirg jdeal in the

prosence of strong pojse. In fact, if:it turns out that the probebility determined
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experimentally by the ®articulation® exporiment described above is close to the proba-
bility given by Hj. (13-1), this means that for the given kind of transmission, the
given receiver provides almost the maximum protoction egainst strong fluctuation noise,

This also means that othor reccivers cannot provide more protection egeinst this noise,

when the waveforms Fl(f;) and Fz(t) are transmittod. Clearly, the value of the method
described oan be determined only after applying it in practice.
In the method studied here, we usc waveforms which can take on two disorete walues,

Of course, ono can also devolop & method of ewnluation which uses many discrote wavoforms.

13~3. MNaximum discriminstion for phase modulation

To illustrate the method discussed in the preceding soction, we apply it to the
specisl case of phase modulstion. In order to test tho influence of noise, we transmit
either the waveform »

Fl(t) = sindlt , for = 1'0/& £t < 1‘0/2

(13-3)
Fi(¢) = 0 ,fort <=7 /2endt > < /e

or the absence of any waveform, i.e,

(13-4) Fo(t) = 0.

Suppose we study phase modulation, for which tho transmitted signal equals
(13-5) Ag(t) = U cos [mot +mF(t)] .

Then, in our ocase, we obtain

(13-6) AFl(t) =Ucos[ut +m sindlt] , for - v /f2<t<x /2

(13-7) %‘l(t) =V, cos ot , fort <= -ro/Z and t > ro/‘z,
and

(13-8) Apz(t) =T, cos 0t .

Substituting those expressicns into (13-2), and assuning for simplicity that mo».!Lu.x

that dl ‘to/'ll is an integer, we obtain
(15-9) a® = @f% -3 @)

whero Jo(m) is the Bessel function of order zero with argumont m, and

2 1
(13-10) Q -2-05 T, -

Declassified in Part - Sanitized Copy Approved for Release @ 50-Yr 2013/10/28 : CIA-RDP81-01043R002500140005-0



Declassified in Part - Sanitized Copy Approved for Release @ 50-Yr 2013/10/28 : CIA-RDP81-01043R002500140005-0

133

Substituting this valuo of a into Ej. (13-1), we obtain an upper bound for the probability
of corroot discrimination of the waveforms ?1(‘!:) and Fz(t) at tho rocoiver output, in the
proscnoe of noise of intensity o.

In Figure 13-1, tho quantity m is plottod as abscissa, and curvo 1 gives 1 - Jo(n) as

tho ordinato. The latter oxpression completoly determines tho quentity V(x) appearing in

. (13-1), if we specify the wvalue of Q/a. Thoroforo, we can also plot tho value of
v(a) along tho ordinato axis in the figure, if we spocify Q/o; this has been done for
the values Q/a =1, 2, 3, 4, 6« As tho figuro shows, the quantity v(a) incroases when
mP4. Clearly, the rocason for this is the following: For such large values of m, in
ordor for thero to be an error in intorproting the waveform F(t), at the time when this
waveforn is expocted, tho noise vaveform must take on a value so largo that phaso module-
tion :10 longor provides good protootion against the noise. For such a large noise wave-

form, it is clear that the transaittod wavoforms .ca.nnot; be proporly distinguished in the

midst of the noise at the recoiver output, regardless of the value of the modulation
index m,

13~4. Yaximum discrimination for weak noise

To clarify the spocial features vhich strong noise introduces, we now dotermine the

moximum discrimination, starting from the theory derived in provious chapters for the
caso of weak noisc. YVhen the waveform Fl('b) is transmittcd in the prescnco of weak noise,

then at the output of the jdoal receiver we obiain the waveform

(13-11) Fi(t) + wHE)

and whea I-‘z(t) is transmitted, we obtain the wavoform

(13-12) F,(t) + W)

whero WH(t) is the normal fluctuation oiso with tho intensity o givon by Eqe (9-27)e
fe confine ourselves to the case whoro ot does not depend on tho frequeacy, AS is always
tho case cxcept for integral modulation. As shown in Section 4~1, the probability that
we correctly determine which of the waveforms I-‘l(t) or F, (t) was transmitted, using the

functions (13-11) and (13-12) and tho ideal jndicator (ideal ear), is ejual to

(13~13) 1-p, = 1 = V{a*)
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Fig. 13-1. Probability of ervor for transmission of a sine wave using
phase modulation and the ideal receiver, for various Q/o. Curve | —
exact value; curve 2 — approximate value obtained by weak noise

formula; m — modulation index; Q2 is defined by Eq.(13-10).
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whero

oo

(13~14)

s e,

20
Obviouslys according to what was
groater than the probability given by Ed. (13-1).
case, it means that the probebility (13-13) was
the assumption that the noiso 1s
we compars this

discussed in Section 13-2

gaid in Soction 13~2,

suffioiently woak is

method of ovaluating the maxirun discrimination

— e
1, (8)-Fy (]

- o —

the sizo of (13~13) cannot be

1f this does not turn out to bo the

smproperly ealoulated, #hich moans that

not valide In the noxt soction,

«ith the goneral method

using phaso modulation ac &n examplos

13-5. Maximued discrimination for wonk noisc and phaso modulation
Yoximu CLF e lor T —— ond phasg o=

penbaceten

Vie now apply what was said in the proceding section to tho caso of phas® modulation,

which vie studied in Section 13-3.

definod as beforo by Eqse (13-3)

2

&

2

+ T [e
o,

I
- R
For simplicitye
131, cwrve 2 givos tho
giving differont values to the
in Section 13-3 wo dotormined tho quantity v{a),

the o curves

ny2, the value of V(a) given bY curvo 1 is much jarger than tho

curve 2. 1t follows from this that the quantity
formula dorived for s08k NO1E9y
theory is not applicable in this cas0e

tost

follows: As long as the

pasked at the raceiver output bY noiso vmveforms whaich aro

(13-11) and (13-12) sre valide In tne o8s®

jndex m7 2, it is nasked at the

at tho time when ?1(t) is tronsmitted that B1.

valide

and (13-4), and using

sin

wo took‘n,'to/n oqual to an $ntozoT,
depend2nce of the quantity mz/'L on Me
rabio /o, wo can detrrmine the quantity v(a*),
using curve 1.

are close togother only whon the modulation jndex 1< 2.

is jncorroct for m72s which
Clearly, this

saveform Fl(t) gives 2 small modulation jndox

whero tiho test yavefom
receiver output only whed

(13-13) and tho woak n0is? theory are not

Assuning that tho tost waveforns Fl(t) and Fz(t) are

£15e (13-14) and (10-11), we obtain
2 2

2]y at =g °
40

and denoted -colli/‘-’- by Qz. in Figure

Thus, using this curve and

just as

As wo seo from tho figurcs
in tho case where
valuo V(a¥*) givon by
(13~13), determinod according to the
means that the weak mise
result can be in?;orgr-atc-i as
w2, it is
small onougn SO thot P3se
producss & modulation
sieveform

the noiso is so largd®
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APPENDICES

Appendix Ae The sp_ecn‘:.c onergy of high-!‘roqucncy vaveforms
As is well-knovm, & high-{regquency signal can be represented quzuc generally as

(2-1) Alg) = U (%) cosfut + ()

The specific energy of this signal is

2 T2 oy 2N A

Q2 =T A°(t) =T y_(t) cos [o 6 + (] I
Now if we agsume, &5 js usually tho c&50, that o js so large that the frequencies vhich
effectively matter in the oxpression €03 [Zm t + 2 ¢(’c)} are all higher than the frequencies

contained in the function Um(t), end thaot tho constant component of co..[Zu t + ¢(t)] can
be set equal to zoero for tho same reason, then by e (2-23), ve obtain
2 e
2 2 1 — _ 1 2
(a-2) Q rA°() =5 T Un(t) =3 S Um(t) dt
—T/‘&
Appendix B. ReEreson’ca‘bion of pormal fluctuation noise by bvo m'mhtude- ndula.\.cd 7aves

\/e consider normal fluctuation poise with fequencies from p/1 to ¥ /T and constent

jntonsity, and write

~ =
(8-1) n =5

Let 10 and n be integerse Then the W avefora (2-54 54) con be written 83

[9210+Zi l_gn_Tf-(ﬂ +31)t + '31 +2i co.r- (1 1)‘\:] -

21 ., _:.2N
{GZQOM:MIL ..n\—-—.,‘ it co..——-ﬂt + cosor 1% sine '!ot]*

or . on 2
+ ngo+2i[ cos—= it co;—,f-iot sin T

fectoring out cos mo‘.: ond sin o:ot, vie obtain

‘n

AL .
2 ’ ("29 +23-1¢ . ..1..—1,- 1t> sin a.ot .

i=-n

an -
s:m—- it o+ 521 +2i coS— 1{,) cos uot
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Finally, adding terms with tho camo absolutc volue of i, we obtein

o <& T .

2w . N
+ (92‘ w23 GJ —2i ) cos— 1t] cos’mou

%
—~— _j_ () 1t 6,0 25~ ) cos it +
=i [ 2,Q°+21 1 220 2i-1 T

oM . s
+ (80 25 80 +3i) sinoy :.t] sinat o
o (]
Here we heve neglected the terms with i = 0 which is pomissible if we take T large
enough, since if T is increasod while tho frequencics u/T end V/T aro kept the some, the
number of terms will increasec, while euch term becomes arbitrarily smalle Ve now introduce

the notetion
1t
929 +23-1 " €2p -21-1 =VZ 85,
: '
Ozp +23-1 * oy 231 = V2 8y

90 423 * o -2 T VE O3

- - t
G023 T Sag 2t 2 e, v

whero, according to Section 2-5, the eéi-l’ 95;—1' eéi , 8,",'; ore (mutually) independent

random verisbles. Substituting thesc qus.ntities in (B-%), wo obtain

(s-6) Vi, *) = le’—n, lo*n(t) SRR (t)sinm £+ V2 Ty (t)cosmo\. .

where

' o Z": 0 . on . ' 2% .
\’ll'n(t) ———-ﬁ 23 (GZi-l sing it + 8, cosg it) o

2n
ot - -
\!Ln(t) = E i (9.,1_1 szn—r it + GZi cos' it )

arc independent normal fluctuation proccsscs wiih frequencics from zero to n/T = 3-2) 2T,
The quantity o, = E,{.!— ! =3 (2,13 3+ —,—- p) is tho mean anguler frcqucncy of the process
W t)e

L'-94( )
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Appondix Ce The, jnstanlencous VOG- valuo of normel f}lx_cfuntion _!_19_5.2
yic now find the value of nommel fluctvetion noice with constont intepsity at sowse

instent of time & = tye Accoyding to Eas. (2-54) end (2-71), wo have

g
V&) " i zu (8

—————
= —o—-\/ S' (s3n” '1‘“"""'1 4+ cos 2“ lb ) e, =¢ N 9—:* 01
JE 2=

(c-1)

whore 8, is ® normsl rondom varisblos Introducing fy = /T end fl* = p/T, the limits of

the f{reauency tend of tho proeccss unéer considerstion, V¢ f£ind that for largo T
(c-2) w Q(tl) = o V&Y -r“ 8 -
The rms veluo of ‘-'- (t ) is oty - -f , vhich agrees witk (2-57).
hppendix De Tormol fluctuntior. noise made up O of arbitrzry pu 1ses
Y.e considor the passSBEe of normal fluctuation neisc through a linecar systone Let
tho process Viy q(t) given by Bqs. (2—54)* and (2-27), nnd consisting of the very ghort
’

pulses (2-2E), act {xpon the input of the systcnme This process can be writien &8

)
[+ ._on
"1,4(0 = %;1—-‘;; (92]_—1 sip -:r-!{; + 8, coC —-—,Qt)

whore ~ can be arbitrarily 1ergc if tho pulses are taken to be short cnoughe The

process 8t the ou’cput of the system is
(D—l) WHE) = Z EE(‘_'A—{ s:r[;ltﬂz‘(%)] + 921 cos[%lt#ﬁ(%)]’} N

vihero L(Q/]‘)cxp[jgi(l/‘r)] is the complex trensfer cosfficient of tho system at tho fro-

guency 9/‘! &tpandlng the sine and cosire terms in this expression, We obtain

() = Z, M) {[ cos @(1/T) = 8,9 oiV ¢(1/‘[)] sic -2;-'1{; +

(p-2)

[ 201 sin g(4/T) + 8,9 c03 ¢(2/‘r)] cos Tpt} .

e e

e e ___’___________——#—-——"—""'
% Tho author Las 1n mind the specisl case of (2-54) corrusponding to = 1. (Translu.tor)
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hecording to Fgs. (2-74) smd (2-75), wo have

Ogg-1 °0% FU/) - 0, sin JU/T) =V cos®P /1) + eanHI/0) @ = 0% )

922_1 sin $(R/T) + 9,, cos #R[T) = Jsinaﬁu/‘l‘) + cosz;((l/‘r) 0;1 = 9;1 R

whore 9:1—1 and G;! are irdepcndont rormel rendom verinktles, sinco the condition (2-7¢€) ir

setisfied, i.e,
cos FR/0) sin FU/T) ~ sin F/fr) cos FA/fr) =0 .

hccordingly, we obtain
9 ot
W) = Z , oS4/ (9“! R Ly P 6,5 cos 2ty ,
= r R~ T 2 T
ot (R/5) = ok(RA) .
Az is cvident from this expression, the phnre charactoristic g!(,Q/r) of the systcm does not
affect tho statisticsl propertins of the process (D-%). %o shall enll the process Wi(t)

norral flvctuation noiso with the varisble inbonsity c*(f/‘r) = o(f).

Tho procoss Wp.,;) (t), acting on the input of tho system, consisis of short pulses.
Eoch of thesc pulses produces & pulso at the ovtput of tho system, with a form detcrmined
by the complex transfer cooffieient k({/T)exp[3#(1/r)]. Thus, wo can regsrd tho process
¥ (t) as being formed by Lhe superposition of & learge mmbor of simidear pulses, which are
randerdy distributod in tims. lorcover, the inf.onsity of the procoss at the output of the
system can be found diroctly from the cpectral funclion of the output pulses. In fact,
the modulus of tho spectral funclion of Lhe k'th output pulse is
(D-5) I;_:k(ﬁxro/‘r)l =q, }:(.Q/‘r) .
where q, is defined by Bg. (2-32), and is the modulus of tho k'th input pulee, since the

irput pulses oaro infinitcly xmrrv_w]’". Thercfors, in view of (2-29) and (D-4), we obtoin

n
qi 12 (R/r) =% g le, (2n/e)]? .

o"‘"z(f/l‘) = ozlcz(ﬂ/l‘) =2 2
T =1

1. See, c.g., Vo A. Fotal'nilov and 4. T. Filolayov,"Slcmonts of Radio Engirocring®s
Pert 1, Svyvazr'tekhizdat (1950), Sccticn £~5,
#* The author cvidently has in mind ineut pulzos of the form aé (t—!;o), vhere 6(t~‘c0') is

tho Dirac delta function snd a® 0. (Trunsletor)
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Tiimus, the sum of & large mumber of pulses which are randomly distributed in timo and which

.

have (D-5) s the modulus of thoir spoctral functien, is tho normal fluctuation noise (D-3)

with intcnsity
5 ‘/2 & 2
(0-6) o*(r) =z 5. lg (enn)] .
«=1
where the sua is over all pulses in tho intorval -T/2,+I/2.
It is not kard to show, by considorations similer to those given above, that the sun
(p-7) W () « W)+ W) ¢ el
of several fluctuation noises with varisble intcnsities is also a normal fluctuntion
noise, with intensity givem by
(p-8) o"'z(i‘) = o'a(f) + 0”2(1‘) + o'"z(!‘) + eee
whero c'(£), o'"(£), o''"(£),... aro the intensities of the noizses W (8), WEI(%),

%*'''(t),... Thus, a process vhich consists of rendomly distributed pulses with different

shapes is slso & normal fluctuation noise.

tle now find ths effectivo velue of the nommal. fluctuation noise (D-3) with variable
intensity. According to the thoory of Fourier scries, the squaro of the cffective

value is

~
T L 2y 2 2
. (t) = Izﬂl .o_aF!— (622_1 + 92!) ]

where fl = !/‘r. hvereging this value ojer en cnscrmble of roalizetions, we obtain

M4 - =2 -
BVW T(t) lZ-;:‘LO (fl)(&"l fl) N

since E ngn_l = E O;‘ZQ =1, and f2+1 e 1/T. 4s T increases, the differenco 1‘2#1

gocs to zcro, and
2oy 3 € 2
E W e(t) —)j o e () ar
V3w o
T-00

whenco, for sufficiently large T, the effective valuo of the process (D-3) is

- ., —

—_—= s Q0
(p-9) Jew@) =V [P @) e .

it o*(f) is zero from fn on, we sey that fu is the upper limit of tho f'requoncy band.
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