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An sutomat may be rgggrded as an operating simulator of a
sysiem 1nteractin§ with the environment and, consequentlﬁ, as
a gimulator of a discrete control process. The study an solu~
tion of the problem of simleting & real system is a compleX
grocess, which involvess the se ection of essential character=
stics of the system and itis interaction with the enyironment;
the apgroxinate description of the system by means of the
totality of characteristic features, either algorithm, or
structure; { the obtained information and its
i jcal functions;
) ng & certain systen of
ting logical functions.

Another alternate approach of the prqblem is the simula-
tion of a real s{stem (or control process) in the form of a
process in an au omat with & preset structure, endowed with
many degrees of freedom.

In this case, it is desirable that the amalysis of the
s{sten data be reduced to & certain optimum al rithm and
dismember it into independent blocks executed in the automat
by means of logical circuits or a program.

The development of digital computer logics and the employ-
ment of the machine for handling the information belong to
problems of this kind.

The solution of the problem of ana1¥sis and synthesis cf
automata may be performed on the basis of different formal
descriptions.

The present pager deals with three alternate approaches
to this problems ~the calculation of logical functions of
time, the analytical medium for the presentation of recursive
funct ions end the operator representation of the process in
the automat.

Para.l. AUTOMATA AND LOGICAL FUNCTIONS OF TIME

As an analytical medium for the presentation and analysis
of lo§ical features we use the calculus of logical time
functions (1), pressu posing that the grocesses of data con-
yersion occur discretly in iime while their description is
related to the current moment, the origin.

From here takes its source the method of the process
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rehistory description, expressed in terms of time delays. To
the zero operations on two-xalged variables is added the
operation of time shift ( J°% ) and relation of logical in-
equality ( L3y, T<¥ ).

In relation to any formula, built-up of two-valued vari-
ables by means of introduced operations, the time shift
responds to the distribution law.

Over words of equal length, composed of two-valued v&r%-
ables are jntroduged interdigit ogerations of negation ( X
crossoyer ( X71Y conjunction (XVY ) and tims shift

D*Xx ), Besides, the operation is used for cycle shift of
the word ozerxa pseset mumber of digits to_the left, or to
’2he right ( A*X ) and of the relation of logical ine%uality

XsY X<y ). 1In relation to any formula, built up
of words of equal length by means of iniroduced operations,
}t)g% time shiff end cycle shift respond to the law of distri-

ion.

For characterizing the common features of the word
components, are used the operations of conjungction and dis~-
conjunction convolution of the word ( 47X, 47X ).

The time function # (X ) from 7~ two-valued argu-
monts Li,....,%n  composipg the word X , may be generafed
%nto ghe normlfd%gcon unct%cgn formdagd exprgisedlm gt rafttor

m3ans o e nsra wor wi a le 0
29'11 a{:cording to theggefini%rilgn ’ ne
22¢

LOX)RUEX)~V [LBAL (/) 1X)]
s

Rach formula ("the originmal"™) /~ (X&) org two-'(alued
yariables may be compared to the formula (" MY £FrOxy.)
on wards of equal lenﬁth; The structure of this formula is
the sewe as that of the original, but instead of the time
shift operations it contains vord cycle shift operations. It
may be demonstrated that for any function A over time

¥nonia.ls from X , not con aining time shifts, the
igtribution law is in force.

FIRMBX),... R B X)I~RLF¥(B,,..., B ), X ]

Thus, to a great extent the transformation of functions from
two-valued vaeriables, may be reduced to the transformations
of the gensrating words of their normal polynomials.
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At the description and analysis of the features of
discrete processes, the logical functions are often formed
in an implicit form of logical time equations, of the kind

F(2)~R" (B 2)~Co

where the components of the word £ are two-valued vari-
gbles Ols,.--olx apd their time shifts 2x;,..., 27 '« 5,
o C, is the logical constant (zero).

Such an equation in implicit form defines in the
meral case the family of logical functions in explicit

orm
Xy~ L7 /Z;/'”/?Y/ﬁ;,Z/ Tty K

Q
where  Zx doys not contain, DXz o The ger(\era.l nmethod
of solution / 2/ of time logical equations (the reduc-
tion method) leads to a set of ine% ities for the ggnera-
ting words of the &5 polynomials of the functions to be

determined
k/;$5ﬁ$M7/') .7_-‘-6...)/\’

mhere X7 and Mz are functions of B and of the
sdopted order of variable reduction. Degending upon the
degree of redundancy of the initial equation and of the
order of variable reduction, the limits of admissible

values for each Bz may be more or less narrow. Thus, for
fution the

each particular so is defined the character of
variables and the degree of their depemdence from the
other variables. In all cases, when solving the equation,
we obtain a set of functions corresponding correctly
organized logical nets.

Let us consider the methods of possible mappings
bstween sets of time logical functions and sets of
reocursive funct ions.

Take, for instance, a set of time logical functions

yere) Zn from two-valued variables JZr,.- -, Im
Let, for eech two-valued variable, the " & " numsrical
valus bs N(uy)=00r { ; besides, we determine for
elementary operations

NIG)=1-Wlw), N {unv)= W le)-NY), Mo )=0" N (u)
Attributing to the twords

th/::.x‘ and Z=Cz‘-
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concrete‘:eighting position fungctions
NX)=L fule) Wiz, ME)=E o ld VU, )

we obtain the mapping of the set of time logical functions

in the form of a sp3c1al sot of recursive functions defi?lng
the mumber /Y ( Z as the function of the mumber ¥ (X )

and s?le grecedent values of the mmbers /Y ( X } and
NCZ )

In this mapner may be formed many different numerical
interpretations of the given set of logical functions.

Phe mapping of a given get of recursive functions on &
certain specisl set of logical functions also allows to
obtain many solutions depending on the adopted arithmetic
system, the limits of mo ification of numerical parameters
and the anxilinrg time conditions set for the formation of
new parameter and function values.

No genersl method of transfer from the numerical
recursivé function to logical functions, has apparently yet
been developed.

However, in many cases it is possible to specialize
the record of & preset algorithm in recursive form so that
only a standard set of recursive functions~-components is
used, to which a set of stapdard time logicel Iunctions
corresgonda. In these cases, the logical function and the
circuit for the execution of the given algorithm may be

easily formed.

As kpown, this method of approach to the problem is
used in designing of machines for informetion processing.

¥ow let us consider the conception of the automat and
describe it by means of logical functions of time.

Take & 5qQUArs j ~dimensioned matrix fZ.;/ with
components which are” the time po%;nomials of & predetermined
set of external ar nts Uy, ...,0x » The matrix is called
true, when each filled colummn po8sesses the feature that any
column element is a complement to the sum of the rest of the
elements with respect to 1.

¥o employ the trug metrjx //Ig/ //h...)for defining the

finite automet with a " § state , assuming
that the current value of the wetrix element ™ "X/ determ-
ines the transition from the state yj to the sta{e 4,
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wita & time delay equal to one unit, according to the
equation:

b 1
IL’JL'V/\_){ [ﬁgj/\l'g(/'], the
If at a certain moment onl{ one of the variables g»p~-gg
was equal tc 1, this feslure remains unchangeé at any
subsequent moment. This means that in the mentioned condi-
tions the set of states is full, and the states themselves
are incompatible in peirs; Su an automat possesses the
properties of single-value and continuity of transfers.

The output functions of the automat Zs-.-, £p should
be, naturally, defiped as golynomials of the current values
of the state; in view of the incompatibility of these
states in pairs, these functions &re reduced to some dis-
junctions of the variables ¢,-.-,Yg.

The aim of the described conception of the automat is
zo isolate from the automgt structure, the primitive
containing no feed backs functions of external arguments.

If the automet is deterwmined by a transition matrix,
its 1o%ical gtructure is directly determined by the afore-
indicated set of time logical equations and an adequate
correctly organized logical net. The solution of the
reverse problew of d031gnin% s matrix of automat transitions
for a predetermined set of time logical functions involves
the substitution of variables, the solution in reiation to
new varisbles of %eneralized squation in implicit form and
the subsequent defermination o the matrix elements. Various
alternative solutions of the generalized equation lead to
different automata which are equivalent in that the same set
of output functions corresponds to them.

From each given automat may be formed many equivalent
automata either by splitting some states, or by duplicating
the group of coupled states (cells). The inverse process
consists in the compression of the automat structure by
bringing together segaratq states or cells, on condition
that the output function 1s conserved., This results in a
certain minimum structure of the automat / 3 /.

1t may be anticipated that the further development of
the mothods of equivalent trapsformation of automaia struc-
tures will be one of the efficient methods of approach to
the ana%isie and synthesis of classes of automata endowed
with certain particular features.
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Para.2. AUTOMATA AND RECURSIVE :UNCTIONS

Let us consider the cescription of the automat as a
device for the realization of & set of recursive functions.
Such a description is_especially convenient for automata
realizing computing algorithms, He assumg that the automat
comprises a set of digit registers (cellgliot) &y «ovyX™
each of which, at a given 8§ eg of operation, contains a
certain number desigmated further as /o‘/ or [ex], and
where 7 - is the mumber of the step, The state of the
automat is determined by the set of numbers (X ], [x2f, . 7]

rd me2 ~
We shall assume thel ;éart of the registersx , , e X
are input regis ers, i.e., are such tbe content
of which is determined by the information coming from outside.
The state of all other registers at the »n+7- “ste is
determined by the contents of all the registers at the prec-
eding N -8slepy

. — met V14

[O( ]m{:')i: /[dl,[djn"'/[dﬂ-]/)y[d ]/7)' ** [a -7/7) //}
(=142, M

The set of functions J/; characterizes in full the

imtomt structure. The task 0f the synthesis is to design
aking as & basis a certain class of algorithms - an autonal
with such & set of determining functions %- which should
perzit to realize these algorithms / 4/

Let us analyze what does reg;esent the set of determin-
funot ions 7; for a three-address computer opersiing on
the position code principle.

!
Let o' -be the register storing the command to be
. executed, .
& - the register storing the address of the comm-
and which will be executed in the next step, and ofj ... ox”
- the operational memory cells.

We do not deal with the ingut registers consideri
that at the initia] moment all the input information eg%ers
into the operational memory.

During each step, there is to be modified only the
contents oI the csil corres;mnding to the third adﬁress of
the command to be executeds For the case when the contents
of & certain cell X , is 8 command, we shall adopt the
following designations.
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The part of the << cell contents, which is the code
(symbol) of the command, we shall designate by [«/%¥ , and
the parts [/  which are the first, secopd and thirﬂ
addresses we shall designate by [J*, [o¢/” and [ ]¥
respectively. Then we Introduce the’function S¢qgé6)
which is equal to zero ai a @#6, and eégual to 1 at a -4,
and the function § (@6 ) =/-5 (@,6). 1If the executed
conmend is not a command of control transfer, the set of
relations (I) may be written as follows

[d, _7/7# =[[aa]n],, Y
[az-]/)f/ :[aéjn +/; (2 J)
[ e =], S (x, [, ], #

'Sk, ) 2 DILKT, (p], 15 (0 (0,795 (8,677 )

CK
'S(/Y@,[o(,],, / (2c).
We assume that the three-address command is executed
in the following menner:s @UX [y, [B3],) ——F where
@ (% y) designates an arbitrary operation executed with
the numbérs £ and during ope step by the corgputer
arithmetic device, and /@ ~ = the code (symbol) of the
corresponding command. In the sum (2B) only one addend
differs from zero, for which «=/(%,7;} and B=/%,7%,
i.e., the operation @/Z, y¥) is exscuted with data
stored at the addresses determined by the command in the
rog)’.ster Xo « The presence of summation in al] the
pairs of cells, /X,8) according to the formila (2B), in-
volves the necessity of full scamning in the memory for
selecting the required cells. Let us consider the case when
an execufion of the control transfer command is possible.

Let ue desigrate by @, XB7  the command of con-
ditional trangfer, which has the following meaning: if

[_'od>[_;ﬁ] then the control is transferred to the follow-
ing by order command, while if ggc s [ BJ , the control is
transferred to the command in the cell §~ . Similarly let us
designates the command of unconditional transfer by ,c;faf
which in all cases transfers the control to the command [j)7/.

At the presence of_ these gommands, the squality (2a)

is kept, while the equalig‘es 26) and (2¢ ) are corplicated
in the following way. (2 6) is replaced by the equelity

(6l o= {6 T 11 PSS B ) 2-Signllin T - [0, )+
H{Lxdpt} S, B (003, )7
LS (84,7 8 Jsign (], (0,5 1B T B}, ], (267
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In order to suitabl,{ modify the formula (2¢ ) we desig-
2‘1’.05 forgibbreviation. he right~hand part of the equation
c ) as .

Then in the considered case we shall have '

[, <G A1-S(Ex, 755 @) -S( L, 1,5 D)} s2c)
P[], {S (6] @)1 ST, B))

Mhis means that if the command /&% / is a transfer command,
then the contents of all memory cells remain as before, i.e.,

L[ pey =X

If the machine contains group oper%t§ons and other con-
trol operations, the set of equalities 2) becomes even more
complicated. For the computi al%orithm preset in the B

ogerator form [5] it is. possible To_form a set of functions
(1) which realizes this algorjthm. This representation is

convenient in that the set (I) is irectl{ connected with the
structure of the computer (automat) and at the seame time iss

of "bi;g:g)lock gtructure®. This means that the recursive

record of the automat dynamics does not take into comsid-
eration, for instance, the peculiarities of the structure of
singlo c'xigit adders or the methods of multiplication acceler-
ation, while the description of the automat in terms of time
logical functions would essentially include these features.

In terms of functions F; it is possible to charact-
erize the complexitﬁlof the al ori?hm as well as of the
automat realizing this algorit Recently A.P. Ershov (6)
has indicated the reslation of computing algorithms with the
recureive functionsJ.

The complexity of the sutomat is characterized by the
conglexity of the set type (2), i.e., by the number o
registers” with simultansously changin% contents, the number
of registers determining the modification of the contents
in each register etc. The complexity of the algorithm is
characterized by the complexity of the automat realizing
the given algorithm during a certain mmnber of steps.

If the system set of recursive relations (1) is expressed
in the form of equalities of the type (2), it is possible to
build ug a set_of time lo%ical functions realizing this set
of relations, It is only to be remembered that at the trans-
fer to time logical functions it is sometimes expedient to
reduce the time scale.
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i i int is the

ting mechines & very 1im ortant point 1
hoicgogfcgﬁpgf¥i%ient structure of the cogtgol dgglge%ra_
: ne 8 paximum capacity at the given high spe .g‘ &
2?§:Fé?°thﬁ arithmetic Cirguit?éui?ét%hzglia;lgoégegiently
i to design such Cl 1 .
;gaggggszﬁgglicated %gmbinatlong of operations forLgréeuB
comversion resetting and [orRoC ign of a0 dres8ets which the

1 0 . -
%332%%3§st?§ céigscombinations of the following basic

functions: |
I. Functionm S(x,4) determined by the equality
1 at x-=y
Sxy)=
0 at X#y

o. The function sign,x and signyX determined by
" the equelities

_f1at x>0
3 x 18.t 3C30 Siglzx_{
Signy % {Oat X <0 oat X €0

3, 'Phe operation of adding & unit: xX+4
¢t

4, The operation of addition X+jy modulo 2

. ¢

5. The operation of subtraction X-Y modulo 2

! ting by

R function T (XYy,2) .e;ecutl Athe coun
md&lo 3hew11’:h resetting to initial ngnvalue
st(x,y,a)+f if JU (x,y,2)#Y

sr(x,‘J,‘hi):{ S

! ) the pre-
tion JT(X,Y.%) may be ex ressed by
cedinzhguflgﬁons, but it plays an mporgant rolg m*gxg
gynthesis of the program, an therefore we use ior 1
unction & speciag designation.

! { formation over any group of argu-

tsréﬁ (zlbe}oy.)‘e.rs&’glgn g.t which the words representing tﬁ:
::.Illues Px.\; }', ',zv are written from left to right, thus
forming the Tresulting word.
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We shall combirs the functions enumerated above b¥
substituting the arguments by functions. At the same time
we shall admit the so-called "time transformation"” accord-
ing to the following ru]ifa. We assume that the set of
recursive functions fu,fu,..,Pn has been determined
and another set of recursive functions has been formed
from the variable N .

PVV‘)YJ;)"')?N

PThen the set of the functions,

! %
fw,’,-fﬂ‘,w--,fm

we shall designate ag the set obtained by "time transform-
ation". This kind of procedure is very useful for building
additional cycles of lower degree into the program.

Recursive functions originaiing from this cless allow
to record conveniently & number of computing algorithms. As
an example may be cited the recording of an algorithm for the
soluticn of a set of linear equations

xL“KZ‘tQinK"gi (3)

by the Seidel iteration me thod.
(Ss+1) [ (5+1) W (s)
X =l QikXe TE Giex +6; (4)
breaking off at the condition
5+ (s)
max [:x;_( ”—xi ‘< 3 (5)
or S=5,

Let the addresses of the coefficients Q;x be (i~1)N+
+R-1+8. the addresses of _the values in 5 approxima-
tion ( x¥)=g,+i-1, and the addresses of the values
in the S+4 approximtion(xb‘s’")=g1+L—i . The
addresses of the free members are chosen in form of

(gt)=~g)*i‘i

Now, the calculations according to the formula (4) are
ensured by the commands

(1) yyuvr-4)+k-1+g, Egtr-1 Po )

(2) Ca B, By T, el
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where §=% , if L<K and 0:1 if (2K

The verification of the conditions (5) is made by means
of the commands

(1) By, Ef"i‘i B+ i-1 By

(2) Bn, P, (€) E.+L-4 M)

and by checking whether all the values [, +1-4] are
negative, Here Bty means ordinary s‘btractlon, and
Bz, the formation of the difference absolute value.

First, let us obtain the recursive functions determin-

inf the adaresaes of the commands in co? gntlonal time, The

culat ions according to the commends (7) shall be made as

the values in S+1 approximation are computed according to
the commends (6).

We introduce the cells V4, T, 13,7 for three vari-
able addresses in the command s 16) a and *ths” cel ls 3’;,7‘5 Ie
storing the mmber of .he factor K in the sum (4), e
number of the lins i , and the number of the executed S
iteration  respectively. The addresses in (7) are stored
in the cells 1y, and ¥, « The contents of these cells are
4 eterninad as a set of recursive functions of the following
oras

(T )=, n), W
(1] =G0, S (CRT, M} (4-5(081w M) +S (L8], ),
FARE

RANRIR ARSI IR NN )
FARI)
(5], %, & +Nn
fr] *7(E, BN, n),
n "I (5, Byt 1),
w]o ;l
O d = (01t SOV IR D=5 (O D N 5000 g,
[X.x]o“'zu,

6T (0l S O, RSO0, M+ (00, N)E,

f(e)
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-]12-

We introduce the function L¥) vhich takes t

ggpgggg the itergtionihgre ggm'ieted, and zergz igetgglue !
ite case. Tom conditions in which t i i

process breaks up may be seen that: © ¢ iteration

- s
(1T gm0, £41,) an - Do =S Tla) )

Now, for the command executed at the moment v we can record

[, 1,2 {5001y (@ (9014 LT Bo)Sgn (L], - [ 1, )+ (10)
Y0 (0,01 10, (0 Iy, Po) 39ny ([0 1= (Y50} +
+35 (’-“"'z]v.z)q"f) (Ca, Bo, Py, [V 10 )+
* S([di]\’:b) Pp (B"-:.Ir*]n, [n]n, px) *
+S(0aly, 1) Pp (Bry, By, €), Di T )} (4 [91, ) [ ] Cim
It remains to determine the function [x,], and effect the

"timo transformation". The f i :
the conditions ® function [, is determined by

[“:ngi ) (11)
Lo dou= (Lot Jor 1)S ([, ]y, 1) +S (L9, 1)} (4-5(Cr, 1, N +

+S([r‘l]n.jv-{_5([°(a]9.l‘)+([0('1])’{'1)(1‘8([“'1]9)[())}

Finally, the "time transformation" is d i
functivh deternined by the conditions nese prp )

Foum Bt (=S (00 MNS (021, 2)+S (01D, NS (11 4.4) (12)

The 3et of relations (8), (9), (10), (11), (12) fullg fre-
e

sets the program of calculations according to '

me thod. Bhese considerations form a so basggefgilthe
choice of the control device structure. On similar consider=-
ations may be based the choice of the memory device structure
and, in particular, the choice of the systep of a multistage
::gory and for the use of the memory wi%h successive read
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Pare.3. AUTOMATA AND PROGRAM QPERATORS

Let us consider the finite automat A , the state of
which is characterized by the states " n " of its componentis
e (=42, h) . Let us assume that {n} is the set of
all integers from I to nn . Let us consider the states
at a cerfain momert of time, as an aggre,eate of values of a
certain function ¥ on a set of {n} ; Thus it can be sa1d
that A at the given moment is in the state # . Since w
are speaking of a discrete A , we may assume & certain
"T which is the minimum necessary for the transition
of A from one distinguishable state #, into the other
state fo, . Let us designate T -as the A step. e sha’
call by the term "command" the different operations that -
is capable of executing during T « Let Ao be at a certain
moment in the state %, . A4S a result of the step performed,
A has passed from the state #, into the state Ay o The
3pg{r7tor K, is such that g =k £, is the command oper:

Suppose, that for each €. there is some zero stat. .ne
atate A will be zero (0) if all the &; are in zery ziate:
'fhe gzero-operator is such that 0720 . The unit operator £
determined from EfP=f is the idle step operator.

If in A pass consecutivel stegs with opersturs = 4y,
the A will copsecutively be in the states

Fuy= Kooy s Ko Koty s Py S KK Kifo

Usually theuggeration of the gutomat is deﬁtermned by
certain finlte number of commapds (the Ero%ram , which are
reproduced consecutively (the cycle). If the operators ..
thesetprograrps are lK;t(J:o,i,...,m) , then P - the prograz
operator - is equal to

pe 1 P=Km KM'I"‘KLKI (1).

Let f, Dbe the starting state. As a result of the operat ..
of A shall be obtained the states F;=P'f, (j=4,2,.-,5.
In such a manner operates a homggeneous automat, i.e. witn-
out any external modification of its states. There might be
homogeneous autorata, in which in the S cycle, after the
operatork,the state ¥, 1is exteriorly set, by means of the
infut operator Gs . Then, in the A are obtained the
following states:

FS: P‘ts)m [GS(Pi it FS-I)\PS)] ) (s= {:2; )
'mm Pts,hl: Km . Kts*' ) Ri,f,s =KT5' . Kl Ki .
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Two types of input operators are to be considered that is

1. When the introduced states are superposed on the
states of A at the moment of input, Then

Fszpfs,h[’)l,fs F$~I+505]

2. Then the introduced states replace the states of
the A componeats at the moment of input. Then

Fs = Pts,m[p4 oty Ps~l+ E{v‘sj (‘% - Pi.t, Fs-l)l

Vs] is the set by which fs differs from zerg
7!1“.’5? t{hg}st;tes of the %l ments €; _ with numbers from
{n}=~{Vs} rerein unchanged), and £ (v} is the pro=~
jection of the operator_ E  over the sét v} (.E[QS}f:FQ
over a set (v} amd E(y}f=0 in the points {nr}-{%}).

The avtomat synthesis problem may beraised ag follows:
There are given - the operagoru. , the function ¥4,

and the commands aggregate [K} =K, Ko, )Kjr-HKm

On the basis of the operators from (K}  we must build-up
an automat passing through the states "Fs =U°fir

Tet Y. be the starting state of A and P - its program
operator and let A solve the problem. Then, presumably thse
following relations are to be executed

Psﬂo)zus{(o, (s:1,2,.. )

Generully speaking, if U and fw, are not in a certain
vay specializ%d ,Ponly Yoy = Fioy 8nd P=U are possible. This
means, that at such & statement of tie problem, the operator
U must belong to the cluss of operators which are factorized
into the product of command operators from (K} . However, the
problem o% synthesis acquires a greater interest in case
when U either cammot af all be ?actolezed.into the product
of operators from {K} or it is factorized into the product
obtained from a great number of such operators, which leads
1o the synth#ais of the automat involving a great time of
operation.

Therefore, it *s expedient to bring to certain modifica~
tion in the statement of the synthesis problem, and demand
{hat the states of A coincide with the required states not
for all components, but only for certain preset components,
In other terms, the functions characterizing these states
mist coincide over & certain sel {vjc{r!.
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If we desigoate with &y} ~an operator which ensures that
at any function n¢ n there will be o} ff over a
sot (v} and Ginfs%  over 8 set (nj-(v} (& -is

an arbitrary function), then for the synthesis P it shall
suffice to realize the relation PEys} =& vl (2). Then,

Yoy = 6 ) Fror+

From this equation are to be determined P and &4
Lot us consider now ths atatement of the synthesis prob.em
for the case of & non-homogensous automat. Additiomall

the problem of the homogenoous automat synthesis for
obtaining the required states it is edmitted that into ea
opepet ion cycle of the automal is introduced from the out-
side of the state ¥ .

For better certainty, let us assume that ¥y 1is
iptroduced at the end of the cycle. Let Proy= 610} Fe 8DF
¥ =R e For ut, according * the
tipe 2 with the operator Egpy it will suffice to res..ze
the relations: (3)

Eny-1ry PE ) ~Epl=-FEriR

tion of the 1nvariagil of the s ¥ introduced free

outside

at the condition su erﬁeed on thetogerator A - the co:
y ate

Erj (RU-R)=0 Y

for the ingut according to type 1 these relations take the
following Iorms

PE byl =R .
RU-R =0 (6)

Phese relations have determined a certain class of
ggr&tors U for which way be sg’ghesized the automat or

basis of operators {KJ} us consider soms
possibilities of extending this jssume that T end

M , operators of the t E(v} operstors
with U and P resp@%ﬁveﬁy. In this caeem%orpothe '

gynthesis of a homogeneous automat, with the adopted state-
mant of ths problem, it is sufficient to meet the relationr

MPEv =& T U
For the synthesis of & nonhomogeneous sutomat the respect «
relations shall be yritten as follows

M (P&t R)=EmTU (7
MR-RTU=0 (8)
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The operators M and T, as exiqnding the possibilities of
satisfying the canditions t2) - (6) for the sxn’chesis of the
automat may be called "automation multipliers M - left-band
and T - right-band multipliers. The tipliers T and K may
be introduced in corresponding conditions both separatelg and
togather. The introduction of the multiplier T sets the
following limitation on U 3

U must belong to a class (let us name it the IId class)
of operators which admits commutatin§ operators of the type
€iv] « Of comsiderasble interest Irom the point of view

of automata synthesis is the introduction of left~hand multi-
pliers. In tiis case, it is not obligatory for the ogerator

U which is preset for realization 10 belong to the 1Id
class, but this feature must necessaril¥ possess the operator
of the sutomat P » It seems expedient to differentiate the
sutomata with operators belonging to the IId class. We may
call such automats as high-quality automata = for they
grasent greater facilities for meeting the synthesis conditions.
he quality of such autometa depends upon the arbitrariness in
M , The ater the arbitrariness allowed in the determ-
ination of for the §iven P the more sre the possibilities
to direct this arbitrariness for the satisfaction of the
corresponding synthesis conditions.

Wo nay discuss the question of satisfying the synthesis
conditions in the sense of expanding the aatn%nj , over which
is determined the preset operator W up to {h+m} .,  Bere,
is essential the conception of effective expansion of the
operator U up toll , i.e. such an exgggsion that Emld
coincidos with U « The problem of automat synthesis
with {ntm] components for the realization of U is equiva-
lent to the problem of the sutomat synthesis for the o erator
(Lo In this case into the sutomat are introduced auxiliary
components, the operation of which aims at satisfying the
syntbesis conditions.

The purpose of the above considerations was to satisfy
by means of various trapsformations the conditions of the
synthesis, by automata, having program o rautors P which
may be thoroughly studled. For the synthesis conditiops
it” is not sufficient to know P , but 1t is necessary also
to know th? gtart%ng state Yoy » The eolution of the
equations (2), (3), (5) in relation to &{y} sllows to
determine ¥.,=6(vjfep However, it is a complicated procedure,

more simple me{god may be proposed. Let us determine the
unctions f;) = U/, « Assume that

(3= v+ (v 3+ + {vs)
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vhere all the components, with the exception of {¥5}
are of equivalent power with  {V] and the power {V}
is less n the power {v} .

Uoreover, all the components of thic sum are assuced as
pon. "ssing.

p2t us designate by Mg, (v) the commutating
operator, which converts the ensemble {v} , into 1
and in the case of {¥s} converts into (¥} an equiv:

part {v} . ~
Let us build up the operator P

P = Epyy+EpnyMosp,pns Evy P+ BTy g oy F
And the function f

f= Ew 7‘?.,;7“5{)),} ﬁ{y},{v,} E v} ﬂ *oet Egygg [pvg, (o, it

Then -5~
QP(O)"P 172
The synthesis problen may be stated for . ;rese
implicit form Fs. ~UWFs=0
The transfer into an explicit form would require the -
ination of u-f , which is of a corpl. atec pature.
gssible to syn’chesize the automat for the opers’
1.8., to determine P=Km-... K, and then tr ver to
P-Izk'l‘l K;‘)“_)K;,: , wh.c. «..ces the
Here we, naturally, assume iast the inverss
operators K;' exist and are fcnown, gince the ~«-
are known. The starting function in thiz .s .. .=
in the synthesis of the automat for w .

In the above described statement of tre syrileus.s, the
automat reproduces the required states orly in comgonents‘
with numbers defined by the set {v} . While the siates
other components, which were regerded as auxiliery at t.
svnthesis of the automat for U , may have indepencernt .98
at the synthesis of the automat for another furct icrn.
other words, the synthesized automat ma% corresgond .r ihe
part of the camponents {vi  to the probler for the c¢,.rator

W, with an initia) state fo , while in the other zart {v
it will correspond to the Eroblem for the operator U, witc
ihe iniiial state 4 « The relation between U, and U
in this case is determined by the equalitys

€ U, E vy = Eng Uy EQus)
The important particular case woen Ug=Uy= U may e

realized, if é{‘;&{;[” may be commutated with
U o t '
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The questions discussed in this p%ger were directly
related to the synthesis of automazta. However, the same
%uestians uay be agplied to the analysis of the automate.
n particular may be determined the classes of operators,
for the rezlization of which the given automat may be used.
fhe vroble: of the operator P recovery may be also raised
and in certain conditions solved on the basis the resultis
of the operation of the automat if specially selected text

funct ions are introduced into it.
X X X

Above zre detailed different methods of approaching
the logical description of the dynamics of computer
functioning, these computers being regarded as finite
automata of .a special type. The method of time logical
functions allows to represent the microstructure of the cir-
cuit as well as the functioning of registers and systems of
registers.

The description of the automat in terms of time logical
functions allows to characterize the number of the circuit
components, the complexity of feedback systems, and the
dynamics of the operation of separate componen{s. The
presentat ion of the same automat by means of a set of
recursive functions allows to comnect more tightly its logic-
al structure with the operator scheme of the algorithm.

0f the greatest interest in this connection is the
prospective of finding the most effective structure of the
comguter control system ensur;ng the efficient realization
of different classes of algorithms, A more deteiled study
of the processes occurring at each operational step of the
computing machine may be made by investigating the conmand
operators, described in the present paper. In its turn, the
mothod of recursive functions allows to reset the order of
execution of these operators, and the method cf time
logical functions provides for the presetting of their

circuit execution.

Al1l the afore-considered methods of formalization of a
log%cal description reflect different gides of a unique
problem - the synthesis of an efficient structure of auto-
zata on the basis of a description of its structure.

At the same time the usual approach to the iheory of
automata is so to say ghenomenolo ical, i.e. it reflects the
system of transitions etween states, but is isolated

(aliepated) from concrete realization.
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THE EXPERIENCE OF THE USE OF HIGH-SPEED
COMPUTERS FOR SOLVING PARTIAL
DIFFERENTIAL EQUATIONS
by
A.A. DORODNICYN, USSR

Moscow - 1959

4. The solving of partial differsntial equations is the
most important problem of applied mathematics. Despite all
the dif ference of the physical sense of problems solved by
the help of modern high-speed computers, more than 90% of
them are systems of equations 1in partial derivatives and
ordinary differential equations. But while the methods of
pumerioal solution of sysiens of ordinary differential
equations are completely developed (except some questions
which nowadays are noly solved to the end and are mostly
connected with the singular points of solutions), the 1in-
tensive development of the methods of solving differential
equations in partial derivatives began only after the
oreation of high-speed computers.

In "the premachine epoch" of nathematios there wers
constructed only some methoda of solution for some narrow
classes of partial differential equations,almost all of them
l4near. Only to the end of "tne premachine epooch” such
methods as the method of finite differences (in partiocular
for solving linear elliptio oquations) and the oharaoc-
teristio method (for the simplisst systoms of non-linear

1
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equatlions of hyperbolilc type), bégan to be worked out

obtaining a certain degree of community. The high speed

computers which in thousands and thousands times had in-

ocreased the computing possibilities gave us an opportunity
for carrying out the solution of such problems, which it
was absolutely senseless even to discuss before.

Practical demands of scientific researches and technical
planning put forward more and more complicated mathematical
problems, and the development of computers goes behind the
complication of mathematical problems raising in the course
of scientifioc and technical progress. Therefore with the
appesarance of high-speed computers, the problem of con-
struction of new effeotive methods of numerical analysis
becomes more actual and its significance increases more
and more,

For the measure of the effioclency of the method we oan
take the time necessary for *solving the problem with the
practically necessary accuracy. The less the time is the
more effective 1s the method.

while solving problems by the help of high-speed compu-
ters it is necessary to consider the time of the solution
as the time spent by a mathematician for the development
of & scheme of numerical solutlon, the times spent for con-
struocting and debbugging of a programme, and the time of
the calculation jtself. The efficiency of the method of
pumerical solution of equations 1n partial derivatives 1s
defined by the following factors:

1) the rapidity of the oconvergence of the method,

2) the community of the method,

2
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3) the necessary accuracy of the solution,

4) the simplicity of the logical scheme o: the soclution,

5) the computer characteristics (the speed, the volume of
the storage, the presence of the intermediate kinds of
memory).

With the rare exception in cases when we can obtain an
exact solution of an equation the numerical methods of
solving equations in partial derivatives are approximate.
Every method gives us usually an opportunity of obtalning
different stages of the approximate solution, and we may
consider an exact solution as a limit of a sequence of
approximate solutions, while the number of the stage
increases infinitely. For the rapidity of the convergence
of the method one takes theoretically the rapidity of the
convergenoce of the error of approximate solution to zero,
while the number of the stage of the approximation increases
infinitely. However, this theoretical rapidity of the con-
vergence has only af indirect connection with the practical
rapidity of the convergence.

We are satisfied practically with the finite accuracy
of the calculation, restricting ourselves to some finite
number of the approximation stage. And very often the limi-
ted laws of the convergence of the error to zero have not
yet time to show themselves;o Sometimes the method of solving
can not be convergent at all, as, for instance, in the
ocase of asymptotic methods, or even does not contain
different stages of approximation.

At any rate, a mathematiclian , engaged in solving applied
problems, always strives to construct a method, which wouli

provide sufficient accuracy at any possibly small number
3
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of approximation stages. If there are now the ways for sol-
ving the¢ problem of the estimation of the theoretical rapi-
dity of the convengence, (although very difficult " and not
available Por all mathods used in prooves), then the esti-
mation of the practioal rapidity of the convergence is
carried out until now only by the way of experimental
ocaloulations. The development of the practiocally rapidly
oconvergent method itself is,I should say,some kind of art.
where the author's intuition plays a large part. The
praotical rapidity of the oonvergence consideradly depends
upon the admissible value of an error. By the increase of
the demands for the aoouracy of csloulation the practical
rapidity of the convergence draws together with the theore-
tical one, and the estimation of efficiency of different
methods may fully change itself with the change of
the demands for the accuracy of caloulation. If ,for
exanple, the provided demands <for the acouracy while
solving Shrodinger's equation are not high, the
methods of the theory of perturbations are very effective.
But these methods are practiocally unappliocable in
order to get the accuracy ( 7-9 decimal digits), which
is obtained by the spectroscope measurenents.

In the mathematician's researohes one could always see
two different tendencies. On the one hand-the mathematioclans
tried to create geaeral methods suitable for solving a
wids olass of problems, on the other hand-they strove io
solve in the best way the concrete problem glven.

The ganerality of methods makes the task of a mathe =
matiocian who starts solving a concrete problem;of course,

'S
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easier and shortens the time spent for the development of

& scheme of the numerical solution. However, this does not

limit the signifiocance of the community of methods. At
present the methﬁds, which would be appropriate for the
equations with discontinuous ooceffiolents or for obtaining
disoontinuous solutions attain special importance. The
problems of such kind araise in the field of gas dynamics
with the presence of shook waves, while studying heat and
diffusion processes in heterogeneous medium or with the
change in the proocess of aggregate state of matter.

A mere transferenoce of the methods dewveloped for  the
continucus processes upon the oases mentioned above may
bring to wrong results, and therefore the generalization of
the methods is prinoipally necessary.

It would be wrong, however, to neglect the importance of
partiocular methods and to direot all the mathematioc
ressarches for the development of general methods. It is
natural that the particular methods specially developed for
& narrow class of problems may bs rather more efficient,
than the general methlds. If this type of problems has a
great applied significance , the development of the
special methods i1s quite proved.

While using modern high~speed computers the time of cal-
oulation on a computer is as a rule rather less than the
time spent for the development of the scheme of the solu~
tion and for ths oconstruction of a programme. Therefore with
the inorease of the computer'a speed we must prefer the methods
with the simple logical acheme of the caloulation,although
the transference to more‘oomplioated logloal schemes

>
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could significantly shorten the time of the caiculation .
It is also necessary to notice that the automatization of
programming still more strengthens the significance of the
simplicity of fhe logical scheme.

II. The method of finite differences is nowadays perhaps
the most ‘general method for the numerical solution of par-
tial differential equtions from the all known ones. This
method first created for the linear equati&ns’of the ellip-
tic type, was then widespread for the equations of hyperbo-
lic and parabolic types, and is used successfully for the
linear systems as well as for the non-linear ones.

Thers is much literature concerning this methods , the
conditions of the convergence and the stability for the
different types of equations are found out.

Although in the field of the non-linear equations the
strict proof of the convergence does not always exist ,in
practical calculations the convergence rarely gives rise
to doubt. In the Soviet Union much attention was paid to
the improvement of calculations in the method of finite
differences. The demands of the convergence and stability
of calculations in the applioation to hyperbolic and para-
bolic equations make us to give up the use of expilicit for-
mulas by the transition from oue moment of time to the
following one (here we speak about the time conditionally,
other physical values may play the part of time, for
example, one of space coordinates). But in the implicit for-
mulas ai each time intetval it is necessary to solve a system
of linear algebraic equations.

In the problems practically solved nowadays such systems

often contain several hundreds of unknown values. The ap~
6
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Plication of the iteration or the elinination methods would
make a perfect solution of a problem with such a large nun-
ber of the mesh points of the net practically impos -
sible.

The so-oalled Mdrive through" method proposed in 1952 by
Gelfand I.M., Feldysh M.V, and Lokutsievsky 0.V., helps to
overcome the difficulties mentioned above. The idea of the
wethod can be easily illustrated on a following equation

eu's plxju +§(x) ; [e>o0,p>0]

with boundary conditions

-

. )
at x+0 u=ol,u + B

at . x-€ W= fau + e J

If we shall consider this equation as a result of the
replacement of time derivative hy a finite difference
expreasion, then & will be a small value proportional to a
certain degree of the time interval. the solution of ¢
boundary problem £A) one may bring to the solution of two
Koshy's problems, for example, first finding the particular
golution (U) which satisfies the condition at X+0 ,then
the solution of the homogeneous diZferential equation (w)
with the homogeneous oondition at the end and to obtain the
necessary solution as the sum U+Cu, , seleoting the
constant C ffrom the oondition at X=€ . However, at
small & both solutions U and & will increase very rapid-
1y and the necessary solution will be obtained as a small
difference of large values. That is, that such a way of
caloulation will be unstable.

Thus the problem is to obtain a stable method of cal-

culation at which we should directly obtaln necessary
7
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sclution. We can obtain it by the following way.

The necessary solution we shall obtain from the relation

Ulx) «d(=z)ulx) +p() (3o1)

Then the differential equation (A) gives for o(x) and
B(x) the following equatons.

ef'sal’) = plx)
e(pedp) - f(x)

Submitting o and 2 by such conditions

o) xol, , p(0)"fe (B-3)

we automatioally satisfy the condition at X=0 for u(x).
It is important that the funotion ol(x) and }JB(x)
increasses at the deorease of £ only as ‘/4’? (and not as
ea‘p%-’ for U/ and U ).

From the relation (B~1) we further obtain the Koshy s
conditions at the right end for the necessary solution of
the boundary problem (A) .

pO% )= L()Se- plllfe
ol(€)- fe (@G- fe

The stadility of oaloulation according to the equations

u(l)=-

(B-4)

(B-1) , (B-2) is provided at any positive of¢ and  those
negative ole , which satisfy the conditiom

/d,/e << (l/fz,[zpfl‘_—-_')dx )-1

(B-5)

T P,
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In the application to a finite-difference solution of
partial differential equations this oondition may be
fulfilled at a smsll enough time interval.

If we shall substitute the differential equation (A)
by a finite - differerne expression, let us say, in the

form

o "B«uu "'CxUK-J = Fx (C“1)

then the "drive through" method will lead to a recurrent
caloulation of three funotions.
Caloulation from the right to the left for u. :

- &!‘ zut (C—z)
U =F0 U + T

Calculation from the left to the right :

C«. ;
P

For more complickted cases , when the system of
equations in partial derivatives or the equation with two
space coordinates 1is being solved ,the "drive through™method
was generalized by Babenko K.J, and Chentsov N.N. ( The
matrix "drive throgh method"). Designating the system of
the unknown values by means of two vectors W and . , we

shall write down a finite~difference scheme as following

a: M4t+au Um« + 6 U, "b:x f‘m
(D=1)

O o Q3 o+ bien + binEe -,
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where m=:0,4,2,..., M-1 ( M 1is a number

T m
mesh points of a net) Qy . 51/ the given

m
angular matrixes f é the given vectors.
Let the system of boundary relations
rresented in the terms
&-. - X. E‘; b E‘
(D=-2)
Uy = YN Uy * yn

where Xo and %—matri_xea E.,g;, -vectors.
%e want to obtain the solution of the system @-1)
in such a form

&m'xml-/; "':Em
(D-3)

l_f-;,,.,' Z,,, 17',,, + Em

‘The substitution of expression (D-3) in the
initial system (D-1) yields reccurent relations for
matrixes X,,, and Z,., and vectors Zwm and E,,,
by analogy with the simpliest case of the one-di-
mensional "drive through®. However, certainly, the
volume of calculation con;iderably increases. Be-
sides that, the matrix "drive through method"™ con-
tains more “underwater stones" than the one-dimen -
slonal one, although there are sufficient conditions
here providing the stability of calculation (by
snglogy with the condition B-5).

3., As it was mentioned above in many impor -
tant applied problems it i8 necessary to consider

10
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equations with discontinuous coefficients or dis-
continuous solutions of equations. Fhysical reasons
are often used in these cases for the construction
of methods of solution, while calculdting gas move-
mant the shock waves appearing mey be removed by the
introduction of viscoeilty in the initial equations
of gase dynﬁmica. At the sufficiently small viscosi-
ty the  solution of the equations will be continuous
but in the vicinity of a shock wave the gradients
of speeds and pressure will increase abruptly .- the
more the leas the viscosity is.

Iet us consider the simpliest wave equation

du oFw)
ot * “2x =0 (2-1)

Viascosity may be introduced into the main differen -

tial equation
U, BF(‘I:) U
3 T = aa:‘y’[ oy ] (2-2)

where yf is a monotonous function of its ar.ument,
such ;chat ¥(o)=0

The solution of the equation (z-2) will be
already continuous and ordinary stable methods may
be applied to it. It is possible to show, that
Ue(xt) = «(xt) at € -0 (1f the initiael
conditions for «&e and « coincide).

By the numerical solution of the equation

(E-2) the coefricient of yiscbsity &€ may be di-
11
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minished together with the decrease of space and

time intervals.

Replacing the equation (E-2) by & finite-

dirference relation

umm"uﬂsn"’;}z [F(umx,n)";’(uw-t,n)]'

(B-3)

= oqm,n (Umu,n = um,n)"-ﬁm-l,ﬂ (L(,..,n - u"--',")

(here h 1s the net step eccording to space, C-
according to time, n is the number of the coordi-
nate ¢, m are the numbers of the coordinates x )

it is necessary to choose the coefficients ﬂm,n.

in such a way as to anproximate the operator (£-1)
on smooth intervals of the solution by the opera-
tor (E-3) with the second order of accuracy.

In the neighborhood of the discontinuties
the formulas (E-3) must be of the first order of
accuracy. Ye may obtain this by submitting the
coefficients' ﬂm,n on & definite dependence
from their values of & in two neighboring
points of a net I= (m-tjh’ mbh . For linear
equations we mey show the convergence of the me-
thod if the.formula (E-3) provides & stable calcu-
lation. 3ut the experience also confirm the con-
vergence in the non linear case.

The given method is developed by K.I.Ba-

32
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benko and V.V.Rusanov for an equation of the type
(E-1) as well as for systems of equations (in the
last case  and FY&) may be considered as vec-
tors, and the coefficients 'j7ﬁnﬂ as matrixes),
and also for the equations with two space indepen -
dent variables of the type
du oF)
2z 7 Tox
Y, F and G n-dimensional vectors).

Tr.e method of introducing of the viscosity
is not the only one (although it is apparently the
most generel) for obtaining discontinuous solutions.
The direct-obtaining of discontinuncus solutions may
be provided by the help of special construction of
difference schemes, which would reflect integral
laws of conservation on discontinuities. rhus, while
solving problems of .as dynamics, these integral
laws are the laws of conservation of mess, quantity
of movement and enerzy.

If a finite-difference scheme with the step
striving to zero, gives an exact relations on dis~
continuties , then the solution of finite-diffe -

rence equations will tend to & nececsary discontinu-
ous solution.,

for instance- the system of gas dynamic

equations
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2
6?’+££ + <
2.) D
correspond to integral relations

éudx - pdt =0

Suvdr +udt =0
ul

$(E+5 )dx - pudt =0

One or the dirference schemes, providing

the solution of the inte:ral relations (#=-2) may

be written down in tne form
g
uno” (é*Z’) * Uy (£) - h (an "Pm) ’

Vi (64T) = Ungy (8) 7,2:(1’;,,- Un), (F=3)

) » z
(E‘ }')m%({‘ t): (E‘j‘)mﬁ({}‘ 7{(241 U:«'E‘ U.:)

while the espeed and pressure at the bounds of
the layers lf' and T’ may be obtained from
relations (exact or approximate) on discontinu -
ties. This method was proposed by S.K.Godunov.
The works of A.N.Tickonov and A.A.Samar-

s
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skii save the most complete research of finite dif-
ference schemes in the application to dJdiscontinu-
ous coefricients and solutions.

In these works the question about the con-
ditions, which a homogeneous difference scheme has
to satisfy, is put. This scheme provides conver -

zence to the solution of a differential equation,
for a possibly wider class of diffcrentiel equaii-
ons, in particular, admitting discontinuous co-
efficients and solutions.

For the homogeneity one may take lere the
constancy of the calculation scheme for tne whole
interval for all class of differentiel equations
(that is the scheme must be the same, when the dis-
continuities take place, as well as at their absen-
ce.

The importance or tnis question may be
illustrated by a following example. Let us take
the simpliest heat conduction equation

o du _
- K(x) s , «)-0 , u(t)-1

Let
K, = Const x<§

I((x) x

‘(x I'COnsé 27§ ;

At the peoint of discontinuty the fotlow-
ing conditions must be fulfilled
15
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Uy, Uy, ~(Ku)y, = (k)

One may easily find the solution of this equa-
tion

xx
1+(¢-1)§

a:<g

Ge-)f+x x> (1)
1+(2¢-1)§

Let us replace the differential equation

by the finite-dirference expression

' ui‘l'gu(‘4U¢~: Kiog~Ki-e Uteg U4 =0 (I)

Ke=—pr— + =g 2%

In our case this equation is being easily sol -

ved, and for the limited value & we obtain the

expression

Z

(5-2)(3x¢+4
¥+ Tesgsac-2) °F)

S-8)(326+4
£+ e )(( %-3) (x-§)
(3-%) (3ed)
¥+ Geagisses) (1)

The solutions (I) and (II) coincide only at o€<4

that is8 with the continuous coefficients K (x)

Let us consider a difierential equa-
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L(“'(Zj, =j{; E(z)“,({ﬂ— q(r)u +f(x)=0

(8-1)
uP)=u, , ull)=4, K(x)>0 , §(x)20

in the class of piecewise-continuous and piece-

wise-smooth coefficients Q(m«, mg, Mys) with

derivatives of the order M«, Mg, Mz  accordingly.
A homogeneous difference scheme, corres-

ponding to this equation, we shall write down in

the form of

1 h h +Qh 4 -
f,k, 2, ﬂyi = /.:’.’[B‘. (y‘-.‘-y:) - A (9:'91-:) Q; Y. E}O (6=2)

h
The coefficients ﬂ;

h
and B; are some
A
functionals of the coefficient K(x),Q of the co-

h
etficient g(x)Fi-of the coefficient f(=)

AArR®] | Bl-BR@) | Q=056

- (a6-3)
EFLFE)], 9=k +sh), gs)=q (x:+h),

f(s) = f(x: +5h)
The following theorems are established
h h
1. The homcgeneous, canonic (B‘ =Jq¢“)
&difference scheme of the type (G-2) in order
to provide the second order of accuracy with
relation to the step h in the class of
17
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piecewise-continu>u: . efficients (Q(3n~,rﬂ9,rnyj

must.have the foilowing form

h 0 P h ok
ﬂ‘.:i/‘[% , Q‘ =j’;q(s)ds, E= ;((s)ds (G=4)

¢ ¢ Me323, Mg22, My22 | then this
ctrdliion 4s also sufficient; in other words, this
dificrence is the best one,

However, it 1s not always possible to evalu-
ate the coefticients (according to the tormulas
(C-4) exactly. In this case the functionals )d:"it-
self are evaluated with the use of some approxi-
mate formulas. The convergence will be provided if

the conditions

-év Bmt -'qn ﬂhu
- =
Kn Ka

./3(7y)-—¢9

are satisfied. Here the index M corresponds to
the poirt of the coefficients discontinuity #x)(that
is the discontinuity is between Xy and L nu

jQ(bl-zero-functional, Kn - the value to the
right, Ka -~ the value to the left. Generally
speaking, however, the second order of the accuracy
of the difference scheme will not be provided in
thia case.

The necessary con@itione for the providing
of the second order of accuracy demand a more
serious analysis of the ordexr of approximation
of a differential operator by a difference one

18
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h .} - .
(that 18, values ¥, = Lh(u‘) (Lu)t
In particular, if we divide each interval

X~ Ti+4 on £ parts and use quadrature for-
mulas, in order to obtain the approximate evalua-

tion of the integrais (G-4)
A} Hj \
. = -+
ﬂl Z (Kn,).‘_ k,‘ )/

the the necessary condition is, that X should

be of the same order, as N ( N is‘the nun-
ber of mesh points of the main net),

These results formulated for an ordinary
.differential equation are directly applicable to
& partial differential equation

du
ot

L) i
o~ K(xt)ZZ + f(=2) (6-3)

in the rectangular field, if the discontinuties
of functions K(X,f) and f(x,t) are fixed in
space (the position of the discontinuty points
does not depend upon time). A.A.Samarskii gene -

ralized these results also for the case, when the
discontinuties of the coefficients K (=X,%)
and f(hnf} displace in time. The convergence
of an imp;icit difference scheme

yg:‘/ _ A(ﬁ

i

g AL
57 + £ (G=6)
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+ + Tjoa p Tivn
ﬂ’ / fx(rfl ’ {:Hhc f f(*'f)dfdx (6-7)

if the time T and space h steps satisfy the rela-

tion

h* . -
ra = p(h) —o0

is proved.
The convergent difference schemes and itera-
tion schemes for non-linear equations with discon-

tinuous coefficients of the form

(7;%— C(x,t)u-= 5‘%‘, [K (x,¢) aa‘g“{%f(x,é, «) (6-8)

are 1also.developed.

The given above resglts refer to the evalu-
ation of the contianuous solutions, which in the
discontinuty points satisfy the equality of
“"heat streams" (that is KU, = K. ll4
The methods are also generalized for more zene-

ral conditione of conjugation

[)ou]= o, [aux- Su]=0

We have to notice that the representa-
tion of differential equations in an integral
form lies in the basis of the methode mentioned
above. Thus, for example, the equation (G=-1)
may be written down in the form

20
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-Tc‘os -'l“-.&
W Uy~ [ QeI + [ Fa)de

1‘1_& x"-&

where W= -KU are some streams, The exvressions
(G-4) are the natural approximate representations
of the integrals with the discontinuonus coeffi-
cients.

4, The advantage of the method of finite
differences, while solving non-linear hyperbolic
equations with discontinuties, lies in the simp -

licity of the logical scheme, out at the same time
the accuracy of this method is lesg than those of
the eharacteristic method.

rhen the position of the discontinuties
is krniown a priori (exactly or anproximately) the
characteristic method is used successfully. This
usually tekes place in stationary problems of gas
dynamics. We may express an opinion that the cha-
racteristic method is more efficient for solving
stationary supersonic problems of gas dynamics
while the method of the finite differences for
non-stationary gas dynamic problems. The characte-
ristic method was broadly usged in the works of
J.D.Shmyglevekii, O.N.Katskova, and others.

While solving problems with the characterigtic

method some difficulties appeer near the transi-

tion line (that is at the bound of the elliptic

21
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and hyperbolic re_;ions) because the char.ucteristics
of different families croca under very small angles,
and an abrupt change af unknown values takes place
too. Therefore the movement from the transition
line is better to perrorm with the help of series,
instead of the characteristic method. In thie cnse
the calculations are simplified with the help of

the transformation of equations to charecteristic
coordinates.

The characterintic method is well developed
for two independent variables, but ite application
for golving space problems is connected with much
larger ditficulties. In the case of the epace some
different variants of the characteristic metlod
may be used. V.V.Rusanov proposed a very visual
scheme of the method. ilic method may be called
the "tetrahedron method".

A triangular net is constructed on the
4nitial surface. Through each side of the triangle
a plane tangent to the Mach cone proceeding
from the middle of the side, is constructed. In

sucn & way tetrahedrons are constructed, which
tops form a new surface. The definition of all
values in the tetrahedron tops is obtained from
the relations on characteristic planes along the
medians of tetrahedron facets. Except the com-.
plete space method of characteristics a mixed
method is also used. This method is the combina-

22
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tion of the characteristic and the finite differen-
ce methods. The idea of the method may be illustra-
ted by the simpliest case of the wave equation

azy - 8’50 8:9’ (H—1)
oz agf * ox?

Replacing one of derivatives in the right hand
side by a finite-difierence expreesion we obtain
the system of cquations in partial derivatives,

for instance

’azy[ - 329‘ %‘l'2£'+m'-l (H-2)
dxt 9y? * h*

this system is already solved with the characte-
ristic metnod. V.V.Jychev anplied such a method
in solving problems of & supersonic flow past

8 body of revolution. The derivatives with re-
gspect to the meridian angle are replaced by a
finite difference expregsion in the cylindric
system of coordinates.

5. As it was mentioned above at present
the methods of solving ordinary differential
equations are fully developed now. In connec-
tion with the fact those methods of solving
partial differential equations which converge
them approximately to the systems of ordinary
diflferential equations attain a large practical

" value, Since the solution of system of ordinary

differential equations of high order (especially
' 23
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bounidary problems) also demands a great comput-
ins work, it is natural that mathematiciens strove
to obtain a gouod approximation already while sub-
etitutins the equation in partial derivatives by
the esstem of ordinary equations of a relatively
low order.

As our experience showe the intezral rele-
tion method in thiss sense is a successtul one. The
method may be formulated by t::e following way. Let
there in the field Q=xs6 , 0% 953(-’1‘)
the esstem of equatione in pertial derivatives of

the “diver,ent" type be given

é‘{_ P‘ (x,g.' ul)...,Un)-l' —a% Q‘-[.‘r,y;q,’_“,u.) =

(I-1)
= Fi(z,y;4,..,ua) {ed,2,..,n
Dividing the field into ™M stripes, with the
length 8/0'7 and interrating the sysstem (I-1)
with respect to 9’ acraoes each stripe, we

shall obtain the s stem of integral relations

Yewe
'ifnd‘/ ds . KdP "pr) Q1 woc=Q:
dx yl dx L L l K44 c,K
Yaw (1_2)
[y
Y

Replacing each of the integrals by a certain in-
terpolation expression

25
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ke

fypcldg = §'(x)- Zﬂx,r P.. (1-3)

Yu
(znd by analozy for the integrals of F¢ and sun-
stituting (I-3) in the integral relations (I-2) we
obtain together with boundary conditions the sy-
stems of ordinary differential equations of the

m -th approximation for the defimition of the

unknown functions U;,x = Y (z', Y )

#or the solution of this system we apply the
worked out scheme of numerical calculation of oxr-
dinary diffcrential equations.

The form of the boundary of the field

6?39 may be also unknown here (a complement-~
ery boundary condaition making the problem definite

should be given for it). In this cass the
boundery is simultaneously defined from the sy~
stem of ordinary differential equations.

The integral relations method was applied
for the solution of different problems of the el-
liptic, parabolic and mixed types (P.I.Chushkin,
O.M.Belotserkovskii, O.N.Katskova). The &pplica-
tion of this method for solving non-linsar equa-
tions of a mixed type (of an elliptic type in
one part of the field,of a hyperbolic type - in
the other one) is of a special interest. In thne

theory of partial differential equationa these
25
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problems are the most difficult. Though until now

we are not able to obtain the theoretical proof of

the convergence of the method in these complicated

cases, practicel calculations, however, convincingly
show, thnat the convergence takes place.

Let us briefly consider the golution of
nroblemns concerned to ei_envalues. Different appro-
ximate methods lead to problems concerning to the
evaluation of the eigenvalues of matrix. we must
take matrixes of high order for obtaining suffici-
ent accuracy (especially while solvingz many-dimens-
jonal problems of eigenvalues), so that it does not
go in the computer's storage. A.A.Abramov and
k.G .Neuhauz proposed a method, Ziving a more accu-
rate definition of the eigenyalues at the transi-

tion from the matrix of a lower order to that of a

higher one. lLet us assume the initial symmetric

matrix ﬂ in the form

A1

&*| ¢

Let i be the minimum eigenvalue of the matrixA.
wWe shall rind the minimum eigenvalue do of the
natrix a (@Xo = AoT,) Taking Ao for the
approximate value . we may find a more accurate

definition of this approximation

26
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In this case it is important, that

d,€ <2,
that 18 the formula (J=-1) always provides a more
accurate d2iinition. This methcd isg also used
for obtaining the next eigenvalues,

At present we may say about the me thods
of numerical golution of partial differential.
equations on the whble, that the methods of sol-~
ving equations with two independent variables
are 8o developed, that We may obtain the soly-
tion of sufficient 8ccuracy by the help of mo-
dern high-gpeed computers,

The difficulties of numerical calcula-
tion grow rather Quickly with the increase of
the number of independent variables.,

¥e have enough experience in solving
problens with phree independent variables, and
if we do not demand high accurecy of the soluy-
tion, the calculations gre Practically Possible.

At the same time a genera} not-stationa;y

Bpace problem isg very seldom available for
8o%lution, Many mathematiciang work hard work in

thia direction.
. 27
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Ye express g hope;—that—the efforts of ma-

themsticiane developing effiocient methods of sol-
ving and engeneers' efforts directed at the increase
of speed, the volume o2 storsge, the logical
possibilities of computers will soon be crowned
with success, and the most difficult many-dimen =
sional problens of mathematical physics will be

available for solution.
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METHODS OF SPEEDING-UP THE OFPERRTION
OF DIGITAL COMPUTERS

I.Y. AKUSHSKY, L.B. EMBLIANOV~YAROSLAVSKY,
E.]. KLYAMED, Y,S. LINSKY, G.D. WHKHY,

Institute for Scientific Besearch of Eéectronic
Mathematical Machines, Moscow, USSR.

IFTRODUCTION

Al1 the various methods of accelerat the execution of
opsrations, considered as one of the means Ior speeding-up
calculations, na{ be characterized by one common feature,
that is, the app icabilit¥ of such methods does not depend of
the concrete contents of ihe program.

Speeding-up calculations is achieved by the accelerated
exscution of the elementary *bricks" of the program, i.e. the
computing operations.

%he present paper does not deal with the methods of
acceleration based on definite program characteristics (for

szample, the selection of the command system ens BO
orgagizétion and the use of assembled c%nputing eystoﬁs’? R

The methods of acceleration of comgutingfo rations may
ure o

be classified into two groups by the na
tions, that iss

1. Iogical methods of speeding-up the main computing
operations.

2. Mathods of accelerated calculation of elementary
functions.

hese opera-

Pera.l. O THE PRINCIPLES OF ACCELERATION OF THE
EXRCUTION OF OPERATIORS

Any computing operation executed by the machine may be
dismembered into & certain sequence of simple actions. yLot us
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designate every such simple action, offected at the entry of

1 from the control device, by the tera EMO-
slementary mechins operation. Though this concept is not
quite precise, it may be useful in many cases.

Tius, & computing operation may be regarded &8s an aggre-
gate of various elementary machine operations performed in a
certain order.

Obviously, this aggregate is not determined only by the
computing operation to be ted, for the list of elementa

ne operations depend i, upon the adopted algorit
However, ggr the majority of basic computing o rations a long
time since was developed and ai presen definitely accepted &
"classic" system of used elementary machine operations. To
these belong elementary operations of bimary eddition, shift,
code transfer and s0 on.

The same may be said about the wothods of dismembering the
computing operations into sequences of components of elementary
lacggno operations. Bere, too, there are irmly established
rules and recommendations.

However, the classic algorithms of the execution of compu-
ting operations are not the most efficient frow the point of
view ol rapidity of machine actions and, in cases of esgecially
high speed operation requirements, they can not be cons dered
as oggllnn. Evident%i, this conclusion being quite trustworthy,
p2Y made beforshand, otherwise, would be very little veri-
gimilar the following statementss

a) the set of classical elementary machine operations is
the optimum;

b) eny sequence of elementary machine operations at ihe
execution of a computing ogeration is algorithmically the
shortest, i.e. it can not be replaced by a sequence with a
spaller number of members. It may be possible to set and solye
the problem of determining all accelerated al§orithms, proceed -
ing irom a sufficientl large class of possible element
machine operations, but bei formulated in this manper t
aroblem would result extremely complex and practically hardly
Yeasible to solve it.

Efficient algorithms may be determined much easier by an
artificial way. .
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Indicated below, are soms accelerated algorithms obtained
in this manner.

Yrop the previcus analysis can be made a classification of
the al rithzogic mothods for the accelsrated execution of
oonput?gg operaticns.

1. The mothod of reducing the number of consecutively
executed elementary machine operations by:

; a) elimination of supsrfluous elementary machine opera-
ions;

b) simultameous execution of elewentary machine operations.

2. The method of introducing spscial elomentary machine
operations (special in the sense that they differ from classic
operations).

There is & third method of spseding-up the execution of
computing operations which differs essentially from the algo-
rithmetic methods, i.e.:

%« The method of reducing the time of elementary machine
operation by selecting an efficient logical structure of
enployed circuits.

Para.2. ALGORITHMETIC METHODS OF SPEREDING-UP OPERATIONS

Iat us consider first the algorithms of accelerated
execution of =ultiplication operations.

According to kmown statistical data about 50% of the
xachina tinenga spent on the execution of multiplicetion
operations. Thersfore, speeding up this operation is of
great importance.

The difference betwssn various methods of accelerated
execution of multiplication operations lies in their machines
_algorithms,

Thers are electranic digital computers in which the
nnltiglication is performsd as a single elsmentary machine
operation. However, more freguentl the machine algorithm of
tgg multiplication ogeration akes ?e form of alternating
shifts ovgr one digit and additions (digit by digit mlti-
plication). The first method of multiplication gives
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f

satisfactory results as regards gge?d of operation, but re-
uires & great nnnbes of equipms in quadratic relation to
e number of digits).

At the digit b{ digit multiplication may be used a com-
bined (coincidence-iype) adder as well as a counter-type adder.

Comgined adders involve the use of a serial (or serial~
perallel) digit transfier.

However, the stored sum of partial products may be easier
formed in s counter-tyge adder. Therefore, we shall deal with
mchine algorithws of the multiplication operation employing
adders of this kind.

Speeding-up by ovorl?gping of elementar{ machine opera=
tions of addition and shi is achieved in the simplest case
by shifting the multi licand cods at the moment of the follow-
ing addition in the er.

The sum of tial products at mmltiplication, accord
to this method, gg;ains ggloved. P ing

It is interesting to note, that with this method o¢f
multiplication, if no doubled accuracy products are required
(*2 n" digits), the adder and multiplicand register may be
executed with " n * digits. For this, a r1n§ gshift of the
rultiplicand code should be made in the mult plicand register,
and the adder should have a circuit of cycle carry from the
highest to the lowest order. Moreover, prior to each iransfer
of the shified multiplicand code on the adder, in the latter
are to be cleared the nemo§y cells_corresponding to the
highest order of the transfered code.

Wide use has found the nultig%ying circuit in which the
shift of the partial product is effected in the addsr during
the addition EM does not involve additional opsrations
of components.

idn interesting alternative procedure of sgeedi -up of
the multiplication by overlapping is the method of the
"travelling wava". iccording to this method, in ths process
of multiplication, the addition of several partial products is
accomplished eiluitaneously in the same adder. This method
involves the use of a special counter-typs adder, in which a
ney addition mey be started f{om the lowest orders side
begqrg th% §§GVI°uB addition (or even several precedent
additions the higher orders has been completed.
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This method of multiplication permits to stors a sum of
partial Yroducts at a maximume frequency, conditioned by the
admigsible frequency of component functioning.

The methods of speeding=up the multiplication operation
by wey of reducing the number of executed addition and shift

4re based on the elimimation of addition steps at the
mliiplication by the mitiplier digits, in the code "0" and
on the elimination of the addition steps at the eultiplication
by multiplier digit groups in the code "I".

The reduction of the mmber of shift stegs in the two
aforementioned cases is effected by the introduction of
element machine operations of group shifts over 2,4,8.
digits and so on, or over an arbitrary mumber of digits desig~
nated by *K".

In case the digits of the mltiplier Y contain many "
the multiplication may be made usi the formmla X'Y=X-F + ¥
where the sign — _ designates the EMO of conversion into
the reverse code., Time i8 gained in this case because the
cods T contains & gmall mumber of “I".

Meximm speeding=up of the ogeration is achieved by the
jntroduction into the arithmetic device of & special arrenge=
ment for shifting the mmltiplicand code over an arbitrar%
nusber of digits "K", during one shift step {see further) and
bﬁea special conversion of the multiplier code S, defining
the minisum number of additions and subtractions necessary in
the process of mltiplication, according to the scheme.

S [ 0,100III0IIT] = 0,T01000-T00-T .

Phe average mmber of EM) of addition =~ gubtraction in this
cage, as shown by appropriate calculations, is equal tos

1 | 80+ 24 (11-2)]__;,, (_1)n’° 1
2 18

8 9
whers /1 = is the number of digits.

It may be sasily shown that b emploging only classical
EMD, & considerable speeding-up of operations can not be

obtained. Indeed, any_ mult glication algorithn in this case
is defined by a special identicel conversion of S’ digits

of the multiplier Y . Obviously, §§'=g' ifs’  corres nds
to the most efficient algorithm. Let us assume that Sy a.ngo,s"y
do mot coincide 8nd consider the case when the higher digit
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ater than the higher di £5 4. (The case when 5
snd J grgnterchanga thcirg?oles %% alég considersd analog-
ously)s YThen,

Sy-5h=59-55y2010-40-40 .. ~0,040101... >0
which is impoasible.

Yor the multiplication operation may be used the method
of "carry remembering”, first pro sedngg M. Nadler (Czech=~
oslovakia), which invelves a sgec al . This method
takes sdvantage of & spacific Teatura of the multiplication
operation consisting in the fact that, at this opsration
intermediate actions, preparing the result, are exscuted by
the circuit without corditional"™ transfers. Otin§ to this,
it is possible to considerably reduce the time of the mmlti~
plication opsration by introducing & special addition END
with inoonpfg CATTy. The carries occuITing at addition

ted
during this EM0 are pemorized in a special register.

The menmorige at ever
mw addition and cleared perati
ion of the muliiplication operation
u%y if the memorizing of the carries is
offocted not in every digit, but in several squally distanced
points of the adder.

Let us now consider the algorithms of accelorated
division. Usually, the quotient digit is definsd by the
foature of the direct or reverse ( ditional) code of the
rensindsr, However, the remainder code, besides the afore~
asntionsd information, contains some additional data, which
frequenﬁ%g allows to determine at once the group of quotient
digits , thus, reduce the mumber of elementary machine
opsrat ions. The idea of this method is that when e remainder
is formed with a sufficiently ezall or sufficiently bi
absolute value, the following digits of the %uotient 8
be obligatorily & group of identical digits (zeros or units).

Lot us assume that the divisor ¢ is noramalized, i.e.
contains "1" in the highest digit. Obviously if the cods of
the positive remainder contains in its highes% digits a K"
nueber of zeros, then, besides %1%, in the quotient digits
are to be racoréed also K = 1 zeres. For obtaining the nsxt
remainder, it is sufficient to simply ghift the imitial
remainder to the left over VK" digits and subtract the divieor
from the obtained number.
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Ths case with the negative remainder Ao, of a sufficient-
ly small absolute valus is s trical to the just considered.
Assume, that in the highsr d{;ts of the remainder code there
are K units, Demonsirate, that K-1 following remainders
vill be positive and conaequentlg, besides "0 in the next
quotient digits should be recorded’ K-1 units.

. &h t
Rvidently, the LL remainder of A; is equal to :4,-_'-'—'2 ,40‘*?
provided all previous remainders were positive.

From the study of the A. code, and taking into account
the normalization of the divisor q , it may be concluded,
that when {&x~4 sall remainders A. &re positive, i.e., as
required. ¢

The last Ak remainder may be obtained b shifting the
Ao code over K digits to the left and adding the number
thus obtained to the divisor A

Let now Ao be & positive remainder approaching closely
onough to @ (such cases are more rarely encounteredn"}. This
fact may be found out in the machine by means of a simple
ciriggit enalyzing the higher digits of the divisor and re~
mainder.

¢ In this case it is necassa.r{eto build u}t) the_quantity
Ao = Ao -~ and record in t uotient the K units
contairsd the higher digits of this quantity. The next
ramainder is obtained by shifting the 4. code to the left
over K digits and adding the d risor% °

The cage when a negative remainder Ao of a big
absolute value is obtained, is symmetrical to the case just
considered.

The average number of llmﬁu?"giigt digits, obtained in
aki

one addition or subtractio? ng into account only
small values of remainders) is determined for the case of
numbors with many digits in the following way:

00
—_ L L Sol MY
M=gF+5+ 50 =5

I{ may be demonstrated, that the indicated division
algorithe (taking into account only small remaindsrs) is the
most effective cycle &lgorithn which realiges the method
digit by digit, on gond tion that besides the divider register
is used only one adding register and only classic RIO,
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- th
Let us assume that in the L~ cycle in the adder is

obtained a certain quantity A(i~r, §)= T deSinini the
following group of digits of the quotient B(W ). X anmd
B are deSigmations of certain algorithms). It may be easily
ascertaimed that all the T; are nothi else bul remainders
and, conse uenilg, B(7;) is the maximum detsrminable group
of the quotient digits. However, minding that of the divisor

?f 8 only known that it is pormalized, the method for
obtaining the digit group described before, exhasusts all the
possibilities; as was mecessary 1o demonstrate.

%he machine algorithm of the division operation with
simultaneous shift of the divisor is usualli not employed
for the reason that it either resulis in a loss of division
signs and less accuracg in division, or requires a divisor
register and adder of double length.

Bowever, by using a ring shift of the divisor it is
possible to eliminate the effect of shifts on the duration
of the division operation without increasing the equipment
and without any loss in accuracy.

fhis method presupposes the utilization of reverse

codes and the presence of a circuit of cycle carrg in the
8

adder. ApgarentI{, the shift of the remainder code on the
adder may be practically not made considering that the place
of the point is "moved™ over 1 digit to the right.

Corresgpndingly, on the adder is to be transferred the
divisor with a ring shift to the right. At every such trans-
fer, the position of the int and, correspondinglg the
gpsltion of the sign digit are "shifted" in the adder over 1

igit to the right. The further actions are obvious.

As an example of the execution of the division operation
with the utilization of special EMD, may be cited the method
of M, Nadler, realized by means of {he addition EM0 with
an incompleted carry. However, in some cases, it is even
possible that the sign of the remainder, i.e., of the quot~
jent digit will be determined incorrecily. 1 it is assumed
that in each digit of the quotient there is alsg "-1", then,
using this method, any error in an{ ons of the digits may be
aorraected at the expense of the following digits.

The operation_is congleted by reducing the obtained
quotient.to the ordinary iorm by subtracting two codes,
correspgnding to the positive and negative units in the
quotient digits.
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Speeding-up of operations may be achisved in Bany cases
by elininating normelizetion and presenting the numbers in
not normalized condition. Thus, without considerable loss
in accéracy, it is possible at multiplication to have only
one of the multipliers normalized, and, moreover, its normal-
ization my be partislly overlapped in time with memor¥
accoss of the other muliiplier.” If the result of addition
is to participate in the subsequent addition, its normaliza~-
tion to the left is also not obligatory.

A certain speeding-up IBE be achieved by the representa-
tion of negative numbers in t 6 machine in the reverse code,
on condition that besides the sign is introduced the code
feature. In this case, at algebraic addition, no time is
wested in the adder for the conmversion - it coincides with
the transfer of the code into the adder (at multiglication -
into ths multiplicand or multiplier register), It is
oxpedient to introduce the code feature for digits as well.

It seems expedient to increase in the machine ths mumber
of active computgnﬁ devices, capable of conducting computing
operations in parallel and separately from each other, and
capable to ensure a wide direct exchange of information by
interaction. The presence of several active com uting

devices permits to obtain a more effective execufion of
comflexes of operations, as well as separate arithmstic opera-
tions. Tet us consider the €0831ble procedures for the
realization of certain operations in conditions of an
increased number of components of the arithmetic device,

Assume thats

{r} - is the condit%on 2f the device (adder-S,
a

¢t register «~R

the n -cycle of the | -stage
of the procsss,

-op -p
(T} "{T} "-shifts, to the left and to the right
' respec{ively, over P digits.

A. Calculation of w=a8" with miltiplicetion 1
a descending order of degress 2%, P e

If

gJtEnij-ﬁén-{z'jq"‘“"*'én-j, 6= gn, (1)
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Then: ‘g,;,.ﬁﬂ,@‘.*én-x., u fiH-2"@:.*5,,-,‘-,1‘5,(7'6,-,(,,
Take part Sg, Se+, Ry u Re
) Eneret - O

-2

<« { Fi .
I) {’SC}:.K.It{SC}n-:-L , L'S‘L}R-Kvl {S‘L}n-va
ﬁ) El-kﬂ: 1
-3 { 1
I) {Sﬂ}& :{5‘}"4:'1.*- {R‘o.}n—n-b ) {S‘L}b-x -1 {‘S‘L}n K-4,

L ]

2) {SQ}:’«: [Se }1*::-! ) {S\’."}:-u -1 {5 C*}n -K-| {-Sﬁ}h K-l
3) {SC }:~:-t: {SC }::fl ) [56‘3:«-, : {SCL}’;-:-I+ { RJ:.Z-,.

B) Calculation of _U-0 ¢* with multiplication in an ascending
order of degrees c<™o

Let us designates tz=ij21+fj-:2J"+"'+ o 5 8,70
£ = Pt

N A (Kket)
> > Alkrd
Then: 6, 20t Exud 2

6:44: ﬂ:+ £K+15K‘+£wl
o) &;=0

1 - 41 L
I} {Sc}f{sf}jf ; Ro}; = {Rali

(Sesf: = (el t {Sedi
(Sph=Saii+ g, Ry (R

The schemos A and E’: re%h;re at each stage the knowledge of

refore the adepied for any
%?%zeggemiﬁch 4 " is determined glg"¥ by digit (for
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example é’:%— , then g-a(;?—)" ).

The schemes considered above, may be realized in decimal
code arithmetic devices, provided certain modifications, are
brought in the schemers for the reason that doubli may be
effected in the decimal code adder. Thus, multiplication
of "0 "by "#é " in the desceniing order of degrees of 2%
ia based on the presentation

ab={[(a¢,2+QE, JA+rat,, L+ +AE,
and is realized in the nch%ne arithmetic device from Sp and
R. by the operation {Sp}j '[SP}/'-:*&/'{RQ}

¥ -y 1 L
and {,spji"{sp}i = {Spli+{Spl; . and in the asceniing
orderti_n the machine arithmetic device from Sp and S, by the
operation

{SP }J : {Sij-l+ Ef {'Sa}f" ) {Sa-}i s {Sﬁ'};f

The direct execution of this multiplication requires the
determination of binary digits. In this case it is advisable
to use the well known decomposition of a proger decimal
fraction into 2 binary fraction by the overflow of the adder

S at the operation 'S %, obtaining bi digits in the
pe ’ .ngllindmr'ying gl

descending order of the degrees 2X the greater
efficiency of multiplication jn the ascending order, it is
;xpodient to use the number &' , dual in relation to " & "
.0.

8'= €, ", A" r g,

At division, birery digits of the quotient were obtained as
a result of a corresponding trial and error procedure, and
moceeding to the multiplication with these mumbers, it is

ssible to form a quotient decimal code in the adder Sq.
instead of Rq ).

In the eaws manner may be modified the afore described
schemes for execution in the decimal arithmetic devices.
Para. 3. METHODS FOR REDUCING THE TIME OF EIRMENTARY
_ MACHINE OPRRATIONS
An important condition for the accelerated execution of

the addition B0 is that each component of the add circuit
is of single-shot type.
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Usually in add circuits with single-shot operation
components, for the addition procedurs are used nemory
registers of both addends.

As a result it is possible to eliminate ons of the
pemory operations, connscted with the nuwxber transfer, as
ract cegein computing impulse adders. When it is not
sirable to utilize in the add circuit the nemor% register
of the 2-d number, the single-shot operation may be achieved
by means of a scheme in which the code, of the number stored
in the adder, is defin?d in each digit by the position of
two memory components (the combinations *0O0" and "11" corres-
pond to the code "0", while the combinations 10" and "O1"
correspond to the code "1%),

Pho functions from the digit and from ths carry in
this circuit are divided between different memory components.

Yo simple mechanical solution has yet been found for
reducing the time of the carries.

Adding devices in which the average time of the add~
ition EW is reduced by strictly not%gg the moment when
the ca is completed, or by introducinﬁ "by-pass circuits®
in the through carry circuit, are, for the time being, of
extremely complicated design.

Tha problem of group shift acceleration be solved
by means gf 8 speciagrshgfter. "

The shifter (see Fi§.1) is a ferrite matrix in which
a

the information is simulfaneously recorded on all the ferrites
of the given column, (each matrix column gorresponds toa
certain digit of the recorded information).

A1l the ferrites of each matrix line are transpierced by
& common reading wire, DBesides the recording and reading
wires, all ferrites which enter into one mairix diasgonal,ars
transpisrced by common shiit wires.

In this mammer, when a read signal is applied to a
bus, the number shifted over a certain number o digits in
ths direct or reverse code is read out.

The number of apparatus in this shifter is not greater
than in usual shifting registers, but its functional diagra=
is more simple.

Declassified in Part - Sanitized Copy Approved for Release @ 50-Yr 2014/03/11 : CIA-RDP81-01043R003600240020-0



Declassified in Part - Sanitized Copy Approved for Release @ 50-Yr 2014/03/11 : CIA-RDP81-01043003600240020-0

-13-

ParaJj. CIRCUIT EXBCUTION ATGORTTHMS FOR OOMPUTING
ELEMENTARY FUNCTIONS

The calculation of elementary functions ghould be includ-
od in the 1ist of main machine operations eds table for cir~
cuirt execution may be considered the algorit for the
calculation of function values, developed from the "digit by
digit" algorithms in the following directions.

Direct Schems. a) Specially selected trial and error codes
are periodically generated by transmitters;

b) The result of the trial and error ggocedure defines
ibe mathod of formation of quantities by t arithmetic
device. These quantities are consecutive approximations to

the value +/(x)e

Reverse Scheme. The trial and error codes are consecutively
ToTmod by the machine arithmetic device;

b) The value #/z) 1is formed on the basis of the trial
and error results from specially selected codes which are
periodically generated by the code transmitter.

As elementary machine operations for circuit execution of
the calculation of the values #/z) may be adopted:

a) Addition @ 2€; 6.,
Z
b) addition with shift @ *¢& 6, ¢

T‘ttae 1ait elementary machine operation may be frequently used
at g,=0;

¥y a téa, 2t =q (412¢. 2%
¢ [ /3 ¢ /

Rlementary machine operation
§' - sultiplication by the numbers (/& 2% ) & =47
doponding on the results of the trial and error procedure.
It should be noted that any numberefmlm%; be represented

with an accuracy up to 27, in the int 2)-2=71/7+¢27¢/
in the interval (a/}—z={77 [1-& 27¢) o
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;der the execution of certain elementary
funct&eortxsugncct)gglbgsis of elementary machine operations'q 4,4’

For the function @™% we start from the present-
ation

y= e(’)ﬁ/h&,f’/{/xé} 272 (12&p 277 )
The trisl end error codes have the following form:

a =t (1227) (C<12...,p)
Using tha recurrent relation

-l (2)
Yier = 9 2Ciw1 2 ,/yJ

go:j )
in the circuit of & device comprising an adder,
gemobtaégde gegisters apd a shifter (see Fig.%%.

upon the results of the consecutive trial
and eggggndigg caf?:ulate Y., by the addition of & to

./ shifted over y,; digit to J}:ll‘z,ﬁmrlgh*l‘.. At ¥%-C we
6jbtai.n the valuss of functlon,C ¢

By means of the reverse scheme, we can calculate the
function 4= n .

Using the periodically gemerated numbers (2) and the
recurrent relation )
-(/*f
Z, =% 162 7z
wo mgy determina (.,
) 6/.*, = Sgg /I‘:Z:/',/)
whera jj*":"z;/ +2 0”/‘[(/'

i the defined &/~ it is determined
vhathgg'p?cﬁl dgggnajﬁe participates or not in the
formation of the quantity &rx «

calculat the valuss of the functions =t
it isrgl;;pediant t%dopt the following presentatidn

@"(f,.z:,ffz.re"--.f{/.l/ () =1E..-, P)
\Z‘=fp
tgfj*l = _inl_'.’_.

3_/'1'/.
g = aee tga‘é
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., for the wvalues A,.; _and 5., the following
{ations valuable take place:
Aper= Ayt ¢y 8 -/j'.’) 5y .
Bjur =8, -61-,,!3"/"’/1/ (/=42,.-,2)  (3)
ﬂa=0; 503

(vith A=4, B,=8 we obtain gf . g_"gg‘;‘

?hs values X; are trial end error codes, on the basis
of which are determined the ¢/«

Ciog = 59/7 /x"f} ~Zjer)

¥ext, by adding the shift (at €., =1 ) are calculated A+
and ’3,3; ?c]:'?g at Cje=0,  FAjer <A, Bjre =8, o
and 80 on up to /=P . For detgrmining Zoxr it is
mcossary to maké ths division Bf .

For calculating the values of hyperbolic functions may
bs applied & rocggtglre gsimilar to thagedoscrlbed for the
exponsntisl function.

Phs calculation of the values of the function y=0wigx
is made by solving the equation

b=H-Btygy=0

trial and error procedure is effected for delermining _
Thﬁéﬁi bynthe 8ignpof the value 4j» where 4+ =18,/

jer. and Gj+v gre determinsd by (3)
Eﬁ 7&}?8 4 231,, fro?z relations similar to (g).

ijfl : ﬂ; *2 Il ‘9—/

5/'4/ = 5—/ -2 Ay

A0 5,744
For carrying out calculations in decimal arithmetic devices,

the before mentioned algorithma, must be sc modified that any
shift to the right is excluded.

For ths function y-—ex the recurrent relation (2)
is replaced by

g‘“/ :2_/.#/ 57/. +6jf/ y-/- (2)

210:2"&%52
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where yp=yp=€x

For calculating the values 4= &L it is nscessary to
use the recurrent relation similar to (2') i.e.
:gj'/ij' ke 6j,’ gi-‘/

~

Z

Al
=2

Then F el X _ 57
'251'*/ e 'p/ 'r‘.it‘/

Por detection of C;,, it is necessary to calculate
- * .‘J o~
59/; (X=X, ) =Sgn /EQ%Q—Z Z-x;)

When cal a'sing the values of the functiom y-= 29 X the
relations (3) are replaced by

Apui =87 R+, 8, (37)
B;,, =2 B. ~£. : ={2 .,P)

A0,

Para.5. SPEEDING-UP OPERATIONS AT MICROPROGRAM
CORTBOL
The use of microprogram control in digital computers,

presenis meny positive features and also speeds-up machime
operation.

This is achieved by introducing in the external
alphabet of the machins several S{n ols of accelerated
algorithms, included in ths executed program as a character=
istic elementary link.

For other terms, this is achisved by forming new
computing opsrations which are characteristic for the execu
ted program and ellows to make the most efficient use of thr
equipment. Such methods of spaedingdug calculations are
intermediate betiween the methods considered before and metr .s
related with the concrete pecularities of the program.

Thus, the gain in time, in this case, is the differencs
between the tims needed for exescuting the calculations accord
ing to standard programs composed of external alphabet
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operations for & usual machines and the time for execuling
tgg aicroprograns in the machins with microcontrol. This
difforenco is mainly csused by the following:

1. Microprograws do not include such operations as
control transfer and memory of certein command addresses
for matching the main program with subprograms.

2, It is not necessary for max% algorithms to bring
jntermed iate results to & standard Iorm, for example,
rounding off and normalization may be onitted.

3, It is possible to match in time different operations,
as for example, simultaneously with the addition performed
in the arithmetic device adder it is sometimes ssible to
read out fram the memory the digits for the following

actions.

4, In some cases the specific features of the algorithm
may be used to advantaga.

!
As known, the reverse value 3¢ nay be computed b
the iterative formula x p y

Yoy =Y (2-%g) (294 L) Y =%
Let us replace X by 2% :

Y =29, (1—Xy;)
In this form the formula becomes convenient in that all
the numbers participating in the calculation according to

this foreula ars not more than a unit,ngrovidad & limited
interval of X modification is used and the initial

oximation Y, hes been %pprogriately chosen. (The
0 b

tiplication By 2 may be performed by & shift or addition
of the mumber with itself)s” This allows to make the
calculations with a fixed point. Moreover, no time has to
De spent on the subtraction, &8 [—X¥; represents an
additional code Xy; , which at all iterations may be
replaced by a reverse code without loss in precision.

It is known that at calculations according to the
indicated iteration formmla the number of itrue sigms Y
is doub]lgd.with each iterations Thus, in_ Y; may be left

QTletl of highsr digits end all others may be
discarded. This may be used to advantiage for reduci the
time spent on multiplication b employing ¥ _as mulii-
1liers, The avera.%a pumber of additions in mmltiplications

this case will be equel to /2 + The initial approximetion

¥, 3y be computed by the formulas of the type:
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Yo=ax+b
Yoz AL+ (G-X)z

where X and 8 are constants. In this case the time
of miltiplication mey also be reduced at the account of the
small number of digits., It may be considered that as far
as speod is concerned, the met od just considered may compete
with different methods of division digit by digit, including
the accelerated methods, as well, At present, when single-
sided high-sgeod memories of large capacity on pager lists,
have appeared, it has become gossible, by 1ncreasing the
number of constants, to pass irom one approximetion polyno=
mial for ihe elemenfa.ry Tunction to a series of such
polynomials at separate intervals.

Lot us assume that the function yalue is to be determined
at the interval O£X%4i . We divide this interval in two
equal ones by their length, end, in each of them 6 an 4,
approximation of the function by the }f)olynonial In the
dogree. For each X the groupS+1 of constants will be
defermined according to the ¢ of the highest digits of ths
mmber .« The lowest nqtrdi is re;gresent the difference
AX between X and the neares lowest table value of the
argument., The approximating golynomiala ars calculated by
the Horner diagram with §¢ multiplications

(“‘ (ay 4ax 'f‘q's(,_l)AX‘f‘ a;_z)... + g

Obviously, in the polynomials, represented in this wa{,

coefficients Qi ds,..,dy a8 mey be ex?resse .withou

exsct mmber of digits. As the valuse 1 4Xx )¢ afte

the point, have not less than ¢ tgeros, i.e., the nuxber

of s gnifican’c digits which they contain is nol more than

n-q connquout]g, the coefficients Q& may have not more
significant di

than r{- q; gits. The advanta%e of this msthod
of polynomial representation eppears ai miliiplication,
the fact that these values may be taken with &n

owing
wncomplete mmber of significant digits.

It may be easily seen that the first multiplier containe
on ths average (n-s’yﬂ units, the second -#[n-~q(s-1)]

units and the last 35& -q) units. Thanks 1o this, the
calculation of the polynomial is considerably accelerated.

The analysis of the methods for calculating the element-
ary functions %-.vX, e{‘, énx, Sinx, tgX, aresink, aweigX
shows that grovided s i§ht modifications and additions are
brought in the usual arithmetic device it may be used for
the execution of these methods. Thus, for computing vx
it is nscessary to provide an output in the control device of

the
an
r
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the last digit of the order, and the possibility of hi d
recording and adding constants in thepgrder addgr. ghspee

Under these conditions, the speed of calculation of
elementary functions in the arithmstic devics controlled b

a wicroprogram of an appropriat
severalptiggg. ppropriate arrengement is increased by

Thus, the control by microprogrem ermsures the ibilit
2§°n§§c ngfficient use gf all gie%ﬁtive organs con agg;dlin d
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MACHINE TRANSLATION MRTHODS AND THEIR APPLICATION

TO ANGLO-RUSSIAN SCHEXE

j.K. Belskaya,

Academy of Sciences of the UsSsh

In this paper an account is given
of 2 scientific research which

has resulted in devising an algo-
rithmic procedure for wachine
translation of different langu -
ages into Russian /I1/.

Methods evolved for translational
purposes are explained, the Anglo-
Russian scheme being chosen as an
illustration of their application.

I, INTRODUCTION

Research in MT methods, which are outlihed below,was started
late in 1954 on the initiative of Academician A,S. Nesmejanov, Pre-
sident of the USSR Academy of Sciences, The first experiments 1in NT
from English into Russian were carried out in December, 1955 /1,2/,

which terminated the first stage of the research.

Soms of the principles on which our research is based were put

forward in earlier publications, among which a paper published in
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RESEARCH, October 1957 /3/, can also be mentioned.

Since then considerable progress has been made towards adequa-
te formulation of the method. We are now 1in the position to say,
that the second stage of the research has recently been completed ,
in the course of which the suggested methods were gshown to Dbhe of
general applicability, for which purpose these methods were ex -
tended to cover MT from languagas differing from English in struc-
ture as much as Japanese, Russian, Chinese and German /4/.

As to the Anglo-Russian scheme of MT the research here has
reached a stage where complete grammatical analysis at a bilingual
level as well as rearrangement of most important types of English
jdiomatic constructions can be accomplished, grammatical modifica-
tion of the BRussian translation (which indeed is the simpler part
of tha prodlem) being performed by an independent set of routines,
termed Russian Synthesis.

In addition to this, the progress in Anglo-Russian MT has ta-
xen the form of considerable growth of the volume of words now en-
tered intc the MT dictionary. More than 2000 words are stored in
the English section of our multilingual &T dictionary, a still grea-
ter number of Russian equivalents being stored in its Russian sec-
tion. The dictionary thus is made to cover different fields of ap -
plied lathematicsl/.

To complete this stage of research a large-scale test of the

Anglo-Russian shere has been carried out, 100 samples (which

1/ participants in this work were G.A, Tarasgova, whose contribu-
tion to thecompilation of the Anglo-Russian Dictionary 18 most
vaiuable, and L.M. Bykeve.
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amounted Lo 3000 sentences) of 'unknown text' were selected at ran-
dom from different English authors, and translated into Russian 1in
striot accordance with instructions provided by the MT dictionary
axd translational routinesll. The ten persons chesen to carry out
the experiment had no knowledge of English nor had they any pre-
vious experience with the tasks requiredz/.

It emerged from the text that the scheme is very effective at
dealing with all sorts ef texts restricted, lexically, to applied
mathematics, whereas grammatically no limitation as to type of the
written text has been found necessary. 1 or 2 words per printed pa-
ge is the average for 'unknown' words with the present size dictio-
nary, which makes the translation quite adequate for understanding
/See Tables Nce 1,2,3,4/.

For this reason as well as for reasons of preserving the pro-
posed serizs of MT dictionaries strictly specialized as to field,
we are not inclined to increase the volume of words in the present
dictionary, but rather proceed with compiling medium size (say,
2500-3000 words each) dictionaries for various fields. This indeed
will be our occupation at the next stage of research,.

Translational routines for Anglo-Russian MT being final achie-
vement of the recent research, it seems very reasonable, 1in the
present communication, to lay particular stress on discription of
translational routines for vocabulary and grammatical analysis of

the English sentence, As to the principles on which MT vocabulary

1/ A.I.lMartynova was engaged as superviser in the testing procedure

2/ Several samples translated in this manner are given in Tables
Nos. 1,2,3 and 4,
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is based, the reader 1is referr.. to our earlier publications /37

2, GENERAL CONSIDERATIONS. APPLICABILITY OF KT METIHODS .

0f two most general MT problems - those of possibility of ma-
chine translation and of its applicability - the former has alrea-
dy been resolved, both theoretically and practically, whereas the
latter problem still remains open for discussion. The objective of
the present research is to prove applicability of MT methods to
any sphere of language.

To date, it 1is only within the limited sphere of scientific
writing that the applicability of MT methods has won general re-
cognition. As to other uses of MT, most machine translators are
inclined to feel very doubtful /4/.

NMowever, the majority of restrictions imposed on MT applica-
tion, when analyzed, turn out to be due to a very strong inclina -~
tion on the part of investigators to describe the translated lan~
guage /sourse language/ in tervs of correspondence to some other
system, say, another language, Or & group of languages, or science
other than linguistics, especlally logics or particular fields 1in
mathematics. The possibilities of MT are discugsed then as depen -
dent on common elements in the compared systems. These elements
may be more or less numerous, yet absence of complete correspon -
dence between the systems, which is usually the case, inevitably
brings about 1imitations to the scope of MT. Thus, application of
machines to translating literary works of art has more than once
been declared as absolutely rulea out (See, for instance, Ref.4.
p.42).

In our opinion, it seems very reasonable to expect that these

De I e . _ g -
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limitations can easily be eliminated, should the problew be forwu -
lated in a different way, namely, 'whether it is possible, within
any language existing, to give formal description to any of its
multiple spheres, individual as they may seem?’'

This comes to the sama thing as saying that the applicability
of MT depends on whether it is possible to identify the implicit
set of rules governing this or that particular sphere of language
applications, be it as narrow a sphere as, say, Wordsworth's poet-
ry, and, further, whether these rulet can be formulated into a for-
mal set.

Apparently, every piece of writing (insofar as written langua-
ge i# discussed) can be analyzed on these lines within the sphere
where 1t belongs, and a set of rules for such annlysis can be laid
out., It 1s essential that these rules should be formal all along
the line., Yet this is no obstacle either, since language is but a
formal system of specific character developed by man to give commu-
nicative experession to his mental activities. As a consequence of
the foregoing, it is immediately obvious, that problems posed by
stylistic peculiarities of literary works of art can satisfactorily
by resolved, if treated on tiie lines suggested above, i,e, within
the sphere where they belong.

In this light, the supposed 'principal informalizability' of
poetry (See Rof.4) should be rejected, Contrary to this supposition,
poetry, as indeed any plece of literary art where formal elements
are of no winor importance, is particularly sueceptible to machine

translation, in this sense.

This assumption has partly been justified on empirical grouuds, .
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that ia, by experimental translation of passages f{roa Ch.Dickensl4
J. Galsworthy, J. Aldridge and Ldgar A, Poe. /See Tables Nos 2, 3
and 4/. It is our firm bellef, that furter investigations
will completely eliminate the restrictionsimposed now on MT appli-
cation.

An adequate description of a languagoe, as indeegof any parti-
cular sphere of it, should finally aim at establighing wighin the

analyzed systom a set of correlations of the following type-

(means ——= effect], by which the correlation of linguistic means

and their meaning (effect) is inderstood.
Taken in its most general senee, the translational problem is,

in effect, the problem of equating the aforesaid correlations of

one language with those of another,
The procedure can symboliocally be expressed by the following

ohart (See Fig.I.)

[ﬁieanai::f:effectl

YEI?ecté::f:meansal,

Fig.X.
]
where 'etfectl' and 'eIfectz' are identical whereas meansl' and

’lcanaz‘ differ,
ln the course of this substitution of one language for another,

transposition of semantic content from one language to another is
realized.

In conclusion, a final word must be added on the problem of
MT prerequisites. These do not rest upon the existence of common
basic elements in languages, as is often pointed out, but ralher

include the following two factors:

74 Illustration to be found in Reference
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I. language in itself is but a system of formal means by which

comnunication of meaning is effected;

2, all language systems existing are so developed as to express in
their particular ways any shade of meaning.as well as various
emotional effects,

When falling back on our symbolization, this comes to saying that

the number of ‘'effects' in ary two languages is equal, which makes

the corresponding systems of 'means' fully comparable, through
their 'effects’',
Since language systens are formal , any application of them

can be provided with a description programmcble on a machine,

3. A SHORT OUTLINLE OF TRANSLATIONAL ROUTINLCS.

General procedure covered by translational routines can be
broken down into Lhree independent steps, these being:
I, Vocabulary Analysis of the source language for which purpose

MT dictionary and a set of dictionary routines are used;

II. Grammatical Analysis of the source language for which purpo-

se Analysis routines are devised,

II1. Grammatical Synthesis of the target language for which ends

the same set of Synthesis routines is applied to the

text translated from different source languages.
To make the outline concrete, the translational routines will

further be described in their Arglo-Russian realization 1/

A. Dictiomary Analysis.

Dictionary Analysis of the English sentence starts with

1/

Complete list of translation.l routines given in the order of
their application to be found in Toble No 8.

1
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scarching every word of the text tn MT dictionary., The first

dictionary routine to be used here is that of transforming words
of the text into the standard forms listed in LT dictionary (See
Tabie No 5).

Thus 'wanted' will be transiormed into 'want', t'stopped' in-
to 'stop', 'coming' into ‘come', 'lying' into 'lie','coples'into
‘copy', 'bigger' into 'bis', etc,

When dictionary search is completed, another routine 1is ap-
plied which concerns itself with the words that for various rea-
sons have not been found in the dictionary. These are termed,
‘unknown words', beocause their lexical equivalents remain unknown
throughout the translational procedyre. Yet, for the forthcoming
gramuatical Analysis, it is essential that grammatical qualifi -
cation of the 'unkmown words' should be obtained.

It 18 impossible to foresee every word in every text of a
language or even of its particular sphere, since some of then. may
be occurring for the first time in the language, not to mention
quite a number of more trivial reasons.

lowever, the 'unknown words' do not affect the translation,
so far as grammatically they have been classified. To meet the
latter problem,a very important routine, that of classifying 'un-
known words' into 'parts of specch' has been devised,where exten-
sive use in made of morphology and syntax of thcse words.

Another category of sentence constituents which undergo pre-
liminary grammatical analysis in accordance with a dictionary
routine, are the so-called 'formulas', by which various symbols
used in different sciences are understood. Syntactical function

of every 'formula' in the sentence is dcfined in accordance witi

Declassified in Part - Sanitized Copy Approved for Release @ 50-Yr 2014/03/11 : CIA-RDP81-01043R003600240020-0



Declassified in Part - Sanitized Copy Approved for Release @ 50-Yr 2014/03/11 : CIA—RDP81—O103R0036004020—0

a special routine.

So much for the words and symbols not found in MT dictionary.

In addition to lexical equivalents, words found :n the dic -
tionary are provided with information (termed 'invariant characte-
ristice') which is partly grammatical partly semantic in character.
Por more detailed discription of this information the reader is
referred to our earlier publication /3/. The only thing that need
be montioned here, is that within the'invariant characteristics'
obtained from the dictionmary final and preliminary information 1is
distinguished, Information is considered final for dictivnary cyc-
le when lexical equivalent of the word is included. Instead,preli-
minary information of the word is restricted to the indication 'ho -
monymous' or 'polysemantic'.

ospecial routines have been devised to deal with homonyuwous
and polysemantic words, the analysis of former words preceding
that of the latter.

The four types of 'Homonyms' analyzed by the routine, are
those of ‘'abjective-noun' (Homonym I),'noun-verbh! (Homonym Z),
tverb-adjective' (Homonynd, and of "preposition-adverb' (Homonym 4)
Among Homonyms I, a more complicated sub-type is distinguished,~
that of 'adjective-noun-verbd' (Homonym I Complicated). See fig. 2
Cp.: CHECK: adjective KOHTPOAbH b
. noun KOHTPOAD

verb ‘polysemantic"
adjective KBAAPATHle
poun ‘polysemantic’';

verb Bo3BeCcTHM B KBAQrPAT

Declassified in Part - Sanitized Copy Approved for Release @ 50-Yr 2014/03/11 : CIA-RDP81-01043R003600240020-0



Declassified in Part - Sanitized Copy Approved for Release @ 50-Yr 2014/03/11 : CIA-RDP81-01043R003600240020-0

D

1n specifying .iomonyms 1, 2 and 3 a combination of morphologi-
cal and syntactical analysis of the word is used. Thus, any inflec-
tion (except for ER or EST) identified in Homonyms 1 or 3 makes
‘adjective' an impossible alternative, just as ED or ING inflexion
in Homonym 2 cross out 'noun' solution, These are morphological cri-
teria, which do not, however, find as wide an application as syn -~
tactical analysis does in view of scarce inflections in English,

The information liomonyms acquiredin the course of this analy -
sis may or may not be final for the dictionary cycle, since some of
them are provided here with the indication ‘polysemantic' instead
of lexical equivalent{See Fig.2.)

Total number of polysemantic words stored in our dictionary
amounts to 500 words.

Determination of multiple meaning is performed by specifying
typical contexts of polysemantic words in acordance with a special
routine which concludes Dictionary Analysis of the English sentence

Since basic principles of this routine have been discussed el-
sewhere (See Ref,3), we do not propose to dwell on them here. Howe-
ver, to make this paper comprehensible on its own, two illustrations

of context analysis of polysemantic words have been included (See

Tables Nos. 6 and 7). For details and the background of the method,

the reader is referred to our earlier publication (3).

B, Grammatical Analysis.

Grammatical processing of a sentence is broken up into two in-
dependent steps, these being Analysis and Synthesis, The latter is

the simplest of the two, for which reason it 1is not here that the
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mein interest of the problem liss, So far, the discussion of Synthe-

s8is will be restricted to a few general comments.

Synthesis routines provide rules for grammatical modification
of the translated text in accordance with grammatical information
obtained in the course of the Analysis of the English original,

The most important peculiarity of Synthesis routines is their
non-comparative nature, which means that rules of word-changing,as
well as certain rules of word-building, are formulated strictly
within particular target language. Ouing to this, the same Synthe-
818 routines can be applied to sentences translated from different
languages.,

However, Synthesis requirements are inclined to increase in
case these routines serve multi-lingual MT purposes.With multilin-
gual MT in view, Synthesis routines should be:

I, EXAUSTIVL in describing target-language word-changing system,
since grammatical rules with no application in MT from one lan-
cuage may become vitally important when the source langaufe 1is
changed;

INFAILING in carrying through any instruction obtained from
the Analysis of the source language, which makes necessary pro-
viding every 'mon-productive' category of the target language
with a 'productive' grammatical equivalent,

Sc far, the problem of grammatical equivalents within a
language, theoretically, stands out as most important for Syn -
thesis in MT,

Synthegsis routines should be INDEPENDENT of Analysis, since the

latter may be very different for different languages,

11
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Unlike Synthesis, t{ndependent' Analysis cannot be recommend-
ed, for this would not at all help to make it economical. Analysis
problems being numerous and important scientifically, they indced
deserve special discussion which is given below.

English Analysis 1is covered by six routines, which are appli-
ed in the order indicated in Table No 8, In view of lenghthlimita-
tions of the present communication the discussion is restricted to
general outline of most im, ortant Analysis routines, among which
'Verb' and 'Syntax' stand out as routines playingthe key part in the

whole precedure of Analysis.

B,INe'Verb Analysis' routine is diveded into five sections,

the firs. section being compulsory for every verb of the sentence,
whereas of remaining sections only one is employed for each type
of the analyzed verbs.

In Section I verb selection for turther analysis is performed.
Among words picked out for analysis in this routine are those
possessing the indication 'Verb', so far as they do not have any
of the following indications: 'to be Disregarded (D)','Not to be
Changed' (NCh), or (Russian) indications 'Participle', 'Verbal Ad-
verb' or 'Verbal Noun', Check-up for absence of these indications
is meant to exclude from further analysis those of the verbs that
have been elsewhere provided with characteristics that satisfies
Synthesis routines.

}n addition to verb selection, correction of certain verb in-
dications is envisaged in Section 1.

Among verb indications liable to correction are those of ten-
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se with verb-predicates in if-clauses and of case government with
1ink-verbs, as well as some uwore particular indications. Analysis
of homoriymous forms, such as Past Indefinite and Subjunctive, of
irregular verbs also belongs here,

Check-up or grammatical context implying correction as
possibility ir performed both when one of the above-mentioned in-
dications is ascribed to the analyzed verb in the dictionary and
when it is about to be developed in the course of further Analy-
8is,

Preliminary Check-ups of Section I are followed by verb ana-
iysis proper, for which purpose the analyzed verb is sent to one
of té; four different sections, differences in morphological
structure of the verb being decisive 1in choosing the section.
Thus, verbs with S-edingl/ are sent to Section II,verbs with ED-
ending, as well as certain forms of irregular verbs, enter Sec-
tion III, verbs with 1ING-ending are directed to Section IV,whe -
reas verbs not inflected are analyzed in Section V.

Grammatical qualification of 'S-verbs' in Section II depends

on whether S stand out as the only ending of the verb, or another
ending (usually ING) is associated with it, In the latter case ,
the following indications are developed for the Russian equiva -
lent verdb: 'Verbal Noun; Neuter; Plural', which imply further

analysis by the 'Noun' routine at the proper time,

1/ The term ENDING is applied to affixes following the stem of
the word, whereas affixes preceding the stem are call d 'Rk~
FIXES.

N o t e, that the te.m AFFIX is restricted to those for-
natiwes that are used in word-changing, whereas, formatives
used for derivation are termed SUFFIXES.

I3
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When S is the only ending, English characteristics of the verb
(Predicate in the Present Indefinite form) is transformed into

Russian indications, but not without checking-up for correction
conditions (See above). Resul tant characteristics is 'pPredicate’,
associated with either 'Present' or 'Future tense', Number and Per-
son (or gender for thc Past tense in other cases) of the Russian
predicate remain not defined until the subject of the Russin sen-~
tence is determined.

The analysis of 'ED-verbs', i.e. verbs with ED-ending and cer-

tain groups of irregular verbs, is performed in Section IIX, vhere

syntax definitely takes precedence. The four main patterns of gram-

matical verb context analyzed here are indicated in Table No 9 as

Patterns I: la,Ib, Ic, Id;

2: 2a;
3: 3a, 3b;
4: 4a, 4b, 4c.

Noteworthy is the fact, that contex analysis of a word implies
in all cases, observation of ‘Rules of Word Selection', These ru-
1eg are based on classifying all the words in a sentence into three
categories, which are:

1. words of third-degree structural significance, where particles,
adverbials, parentheses and coordinatedl/ parts of the
sentence are wnctuded;

II. words of second-degree structural significance, where diffe-
rent words and word groups belong, so far as they are ﬁla-
ced in the attributive position towards soxe word of a sen-
tence;

T7_T53_T3?E_556§5TFITED is applied to those parts of the sentence,

which are introduced by a coordinating conjunction or panctua -

tion mark.

I4
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JII, words of first-degree structural significance, which include
words not identified as belonging to either of the two
previous categories. .

through application of 'Rules of Word Selection® in the cour-
8¢ of gsearching procedure all words of leaser category than the
word searched are omitted, chief constituents of the grammatical
pattern required being thus singled out.

This 1is not the place to give a detailed discription of all
the processes involved in the analysis of verb pvatterns in Section
III, For this reason, the discussion will be restricted to just a
few comments on patterns that bring about the most Interesting so-
lutions. They are Patterns 1:1Ia, Ib; and 2:2a,

Among different solutions of Pattern 1:1a noteworthy is that
of transforming English construction of Mpdal Passive,

Modal Selected Verb Analyzed
il.e. + indicated
Verb 'Auxiliary 1t Verb
(BE)
into Russian Active Compound predicate,
Modal Analyzed
i.e. Verb; Verb,
Impersonal Infinitive,
the transformation being associated with conversion of knglish
subject into Russian Direct Object (See Tables Nos.XO0 and 12),

Pattern 2:2a is provided, among other solutions, with that of
transformation of English Complex Object Construction into Russian
subordinate clause.

Resultaﬂtcharacteristics developed for the verbs analyzed in

S>ection III include both morphological and syntactical information.

I8
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0f syntactical indications only 'Predicate’ and 'Atlribute' are
fixed here, the former being associated with morphological indica-
tioms of mood (Indicative, Subjunctive and Infinitive are develop -
ed here) of tensc (Present or pPast) and voice (both \ctive and Pas-
sive are here developed).

The indicationtAttribute' is accompanied by morphological in-
dications of 'Participle', tense(Present or Past) and voice (Acti-
ve or lassive).

ING-forms of the verbs are defined is Section IV, where the
same verb patterms are analyzed, though important changes in their
value affect the order in which they are searched here,

pattern I:Ib disappears, whereas patterns I1:1d and 3:3a, 3b,
are much wider represented here, the former pattern being compli -
cded by differentiating quite a number of gemantic groups of verbs
significant for the Analysis., These groups are Nos I to II, class
1, and Nos 2,7,9,21 and 24, class II (See below).

There are some differences in modifications of Patterns 4:4a,
4b. To cowplete the picture, another two patterns should be men -
tioned, which are here introduced. They are Patterns 3:3c and 5:5a

The resultant characteristics of the Russian equivalent verb
include one of the following sets of indications: I) 'Verbal Noun,
Neuter'; 2) participle, 'resent tense, .ctive voice; Attribute!';
3) 'Verbal Adverb, Present (or Past) tense; 4) 'Not to be Transla-
ted (NT), to be Disregarded' (D). In addition to these, 'Infiniti-
ve',"SubJunctive‘ or 'Indicative mood', with the corr sponding
get in indications, is developed #n case the analyzed verhb takes

it. characteristics from some of the 'selected (helpingz words'®

16
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Verbs not inflected are analyzed in Section V. Verb Patterns

I1:1a, Ib, Ic, 1d are replaced here by I:Ie, 1f, Ig; Patterns 2:2b,
20 are added to Pattern 2:2a, which, in its turn, is greatly emnlarg-
cd. Patterns 4:4a and 5:5a disappear; instead, Pattern 4:4c increas-
es considerably, and Patterns 5:5b-I, 5b-2, 5b-3 are introduced.

Among diffcrent solutions of Patterns 5:5b-1 and 5:5b-2 at
least those two are worth special mention, which deal with transfor-
mation of the Engiish constructions of Complex Subject and of attri-
butive Infinitive into the Russian complex sentence or subordinate
clause, accordingly.

The resultant information here jncludes the indication of Infi-
nitive, Imperative, Subjunctive or Indicative mood, with the indica-
tions of tense (Present, Past or Future) and voice (Active or Passi-
ve) attached in case of the Indicative mood. The only syntactical
indication fixed here 18 'Predicate’.,

Verb analysis in different section of the routine is based on
the classification of the verbs, devised to characterize English
vorbs both within the English system and with regard to the Russian
translational traditions,

within the English language verbs are classified into *MODAL'
and 'TMALF-MODAL (help, dare), AUXILIARY and 7 sub-classes of HALF -
AUXILIARIes, CAUSATIVE (cause, enable, make, order, command, etc.),
DECLARATIVE (declare, call, label, report, etc.), Verbs takin Lwo
Objects (give, offer, permit, etec), aso.

To meet the requirements of the Russian translational tradi -

tions, verbs are divided into classes and semantic groups. To date,

53 groupsof verbs have been established.. These are sumrnarized into

17
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three classes, the first two classes comprising verbs having trans-
lational peculiarities in finite (class I) or infinite (class II)
forms; class 1II covers more complicated cases.

The 'Verb Analysis' routine is applied until every verd of the
sentence 1s provided with all the grammatical information required
in the Synthesis routines, except for the indications of number,
person (or gender) which are not defined until the subject of the
Russian sentence is established.

Noteworthy is the fact that the information obtained in this
routine is not restricted to the analyzed verb, but is extended to
cover the information,available at this stage of Analysis,concerning
‘selected' (helping) words (verb, nouns, adjectives, aso.) and pun-
ctuation marks. Moreover, quite a number of transformations in sen-
tence structure are introduced here, which include change of word-
order, inserting necessary conjuncions and other words or punctua~
tion marks, etc. These are transformations associated with the tran-
slation of Complex Subject and Complex Object, Attributive Infiniti-

ve and Gerundival Subject, as we.l as somwe other verb constructions.

B,2. The 'Verb Analysis' routine is followed by the routine

devised to analyze the punctuation marks of the English text with

the exception of those terminating the utterancel/.

1/ Note, that our application of the term UTTERANCE is at variance
with its usual applications. A piece of text, teminated by full-
stops, exclamatory or question marks, we call '‘utterance', in
order to distinguish it from the SENTENCE, by which only a simp-

le sentence is understood, i.e. a sentence containing not more
than one non-coordinated predicate.

18
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The analysis here serves two ends, One is to establish the
'English function' (i.e., a function within the English text) of
every punctuation mark, the second aim being their 'Russian func-
tion', by which their Russian correspondents are understood.These

functions may or wmay not coincide. In the latter case, both Eng-

lish and Russian indications arc developed. Thus, commas marking
out a prepositional phrrase, obtain English indications CP (Comma,
Parenthetical), associated with Russian indications CDR (Comma, to
be Disregarded in Russian), as a result of which this comma will
not appear in the Russian text,

There are cases, when English punctuation marks should be
neglected in the course of English Analysis, tliough rendered by
the same mark in the Russian text. This is achieved by developing

theindication CD (Comma, to be Disregarded in English).

B.3. The !Syntax Analysis' routine succeeds the Analysis of

Punctuation Marks, since it is essential that the information
which can be obtained in both previous routines should be availab-
le here. The analysis is carried out by three cycles.

In Cycle I, Parentheses, comparative AS-phrases and Attribu-
tive word-groups, with a participle, verbal adverb or adjective as
chief constituent, are marked out by means of appropriate qualifi-
cation (and insertion, when necessary) of punctuation marks, This
qualification includes the development of indication CPb/e (Comma,

Parenthetical, beginning/end) and CAb/e

ning/end).

(Comma, Attributive, begin-

Attributive groups are not isolated until preliainary checl. -
ups for certain patterns of grammatical context have been carried

out, Among these patterns are the following three (Sce Fip.32):

19
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I. Preceeding b
is CA
word

2. Preceeding

word 18 NOUN ececscosssssossaconncos (on condition that
it is associated

3, Following ith rattern 3)

Preposition; (may or may not be
associated with

Conjunction Pattern 2).
/or Conjunctive Word/;

&
»

word

\\E\\\\
o

(]
(o]

Punctuation hark (PM);

[
=

Verb indicated 'larti-
ciple, Short form'.

SNSRI

Fig.3.
Practically, isolation of the above-mentiioned word-groups comes to
establishing their right boarder (bnd'), since the left boarder
('boginning‘) in these cases can easily be associated with the chief
constituent of the construction,
The ‘'end' of the isolated word-group is searched to the right
of the chief constituent until the nearest following
a) ca®

b) Noun with indication
(or conditions of)Subject';

c) VERB with indication ‘Predicate;

d) Conjunction without indication 'coordina-
ting';

e) Punctuation Mark without indications CP
or 'b' ('beginning'),-

i{s found. It is essential that the search should be performed in the

order indicated above 1_/

1/ Mind that wherever following or preceding words are searched,'Ru-
jes of Word Selection' are gstrictly observed in the Analysis rou-
tines.
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In C{ﬁle II sentence boarders are established by checking up the
utterance for the resence of
I) Ccn juinctions with indication 'Inhomogeneous'(CI);
and/or.....2) ConJjunctive words (nouns or adjectives);

" teveed) words with indication 'Initial’;
" essss4) two (or more) Predicates within a passage terminated
by sentence boarders already established;
a) immediately following each other,
b) not immediately following each other;
«vee.+5)two nouns following each other, hut not joining
'lawful' combination.

A very detailed analysis of every pattern is carried out in
the order indicated above, Ordinarily, sentence boarders do not ac-
quire the indications SB (Sentence Beginning) or SE (Sentence End)
at this sta.e of the analysis, but for two cases:

a) when pattern analyzed is
CcI Adjective / Absence
'of corndition' indicated ¥ of
'Predicative! woun [
when two conjunctions follow each other,the latter being provided
with a correlative conjunction or conjunctive word.

At this stage of the Analysis cert.in changes in the structu-
re of the Russian text are also provided. In this connsetion, wen-
tion should be made of the insertion of the conjunctive word 'XO0TO-
PHIft (with appropriate indications) in case 1t is omitted in thc Eng-
lish attributive clause (Patterns 4 and 5),.

In Cycle III information obtained by this time is used to qua-

l1ity sentence-boarders as indicating 'Beginning' or 'End' of the

1/ See above our .efinition of the terw.

21
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sentence inserted within the boarders of an6ther sentence, Among
other more particular cases, thatd tkesentences where subject and
predicate are separated by an attributive or other subordinate clau-
88, is analyzed here, Initial, middle or final possition of théﬁon—
predicative piece of the broken sentence is considered decisive for
tae order in which they are dealt with,

Boarders of the sentences which have not been recognized as
'ingertions' within other sentences are qualified as SD (Sentence
Division), since neither 'Beginning' nor 'End' indication is consi-
dered necessary here.

The information obtained by application of the ‘'Syntax Analy-
sis' routine is extrenely valuable, as long as syntactical units for
further Analysis are marked out, Nouns, Numerals and JAdjectives are
analized within these units, the order in which Syntactical units
are treatec being as indicated below;

I. Sentence (minus all Parenthetical and Comparative or Atiributive
word-groups) ;
Comparative and Attributive word-groups (minus Parentherical
word-groups) within this sentence;
Parenthetical word-groups within this sentcnce;
Next Sentence (minus all Parenthetical and Comparative word-
groups) ;

Step 4 is again followed Ly Steps 2,3,4 aso., till the last sentence

is looked thirougi.

B,4, The 'Noun Analysis' routine is devised so as to cover the

analysis of vo ward-dlassal, which are Nouns and Numerals., The so-called
*ordinal numerals' being qualified as .\djectives/5/, only cardinal

nuuerals are termed Numerals here, These are not entered into the

22
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class of Nouns owing to their morphological peculiarities.

The routine is divided into two parts, the development of CASE
indication being the target of Part I, whereas in Part YII the indica-
tion of NUMBER jis developed. The two parts differ in Scope as well as
in m.tho&.

In Part I, where both Nouns and Numerals are treated syntactical
methods are used, since qualification of nouns inflected with migtem,
" ' " or "IAN" has been achieved at an earlier stage (See Table No 5)
firammatical context cf the analyzed Noun or Numeral is checked up for
the presence of some 'governing' or 'coordinating' element preceding
the analyzed word, Prepogitions, verbs, verbal nouns and numerals be-
long to the 'governing' group, whereas conjuctions and punctuation
marks with incdication 'Homogeneous' or conjunctionsof coxparison are
oongidered 'coordinating', In both cagses the indication required 1s
taken from one of the preceding words, either governing or coordinated
with the analyzed one, It neither is the case, other patterns are
applied, Special attention is given to Conjunctive Nouns,

As to Part II of the routine, Nouns axre the only class of words
analyzed here, morphological methods broviding the most important in-
formation for developing the indication of number, Ifthe word is 'in-
rlec&odi/ the number is defined as 'Plural', otherwise syntactical
methods are applied.

Mention should be made of the fact, that patterns of grammatical

context are solved& here S0 as to reflect the Peculiarities of Number

1/ .
See Notes on Table No S.
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and Case forms in the English and Russian languages. Thus,
with number indicetions, differences in classifying nouns into
'*countables' and 'uncountables' in English and in Russian are ta-
Xen into account., Among other idiomatic constructions in Russian
that of 'Numeral + Noun' combination, where the Numeral has retain-

ed the old “dual' government, should be pointed out, Certain pecu-

liarities in Russian verb government are also given consideration.

Syntactically, Nouns and Numerals are classified only when used

in the function of an Atribute or Subject of the sentence.

B.5. The 'Adjective Analysis' routine comes the last in the

series of English Analysis routines which develop grammatical in-
dications to be used in the Russian Synthesis routines. Information
acquired of the Adjectives (and Participles) of the text includes
the indications of gender, number, case, degree of comparison and
short/full form., In addition to these, the indications of 'Subsgtan-
tivized' or 'Adverbial Adjective' are developed,

Preliminary ckeck-ups for the absence of indications required
are followed by testing the morphological structure and syntactical
environment of the analyzed word, The main interest of the testing
procedure lies in finding out whether the analyzed word is placed in
the attributive position towards sowe noun of the sentencel/. If the
search is positive, it becomes very important to pick up the right
noun,which in some cases im not a very easy task,

Another important search is aimed at establishing a predicati.e

position of the analyzed word, Finally, if the search is negative,

1/ Sometimes it can be a noun of another sentence, as infkcase of
conjunctive adjectives,

24
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the word is qualified as 'Substantivized’',

3,6, The 'Changes of Yord-Order' routine 1s meant to give a

' £inal touch' to the translated text before the §ynthesis routines
are applied.

English patterns of wérd-order which do not correspond to Russi-
an patterns are recomposed, It iz remarkable, however, that these re-
compositiows are mostly of local character,

The most important changes of werd-order, perfomed in accordan-
ce with this routinel/, are due to the difference in the position of
attributes expressed by nouns or noun combinations (See Tables No 11
and 12) as well as in the expression of negation in the English and
Russian languages.,

Other changes are of no particular importance.

4, CONCLUSIONS.

The heart of the whole method suggested above lies in the most
careful discription of every language included in the MT system, a
very detailed subsequent comparison of these descriptions being the
basis of LT research,

The comparison of the English and Russian languages in the cour-
se of MT studies has proved to be more fruitful than could have been
supposed, insofar as the structure of these languages has been found
strikingly alike, up to a great many details. For this reason, an
attempt was made to work out an Anglo-Russian MT scheme where maximum

similiarities found in the structures of the two languages

1/ Certain more specialized changes of word-order are performed at
an earlier stage of Analysis (See above: Sectiom B.I, and 3.2).
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would be made use of.

Owing to this, structural transformations of the translated
text have been restricted in the present scheme of MT to such mi-
nimum as omittance and insertion of just a few 'helping' words or
punctuation marks and a few (local) changes of word-order.Neverthe-
less, the translations thus obtained are quite adequate for under-
standing and do not require post-editing,as can be seen in the

samples cited below (See Tables Nos 1,2,3,4)

Declassified in Part - Sanitized Copy Approved for Release @ 50-Yr 2014/03/11 : CIA-RDP81-01043R003600240020-0



Declassified in Part - Sanitized Copy Approved for Release @ 50-Yr 2014/03/11 : CIA-RDP81-01043R003600240020-0

References.

I. D. Panov "Concerning the Problem of Machine Translation of

Languages", Moscow 1956,

I.S. Mukhin, "An Experiment of the liachine Translation of Langua-
ges Carried Out on the BESMK".

I.K. Belskaja. "Machine Translation of Languages", RESEARCH,
vol.10 (October 1957) pp.383+389,

Te3ncol KOHPEPEHUWUY MO MAWMHHOMY NEPEBOAY.
Mocken, 7958 r.
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APPENDIX

Nores on TaBLes Nos 1,2.3.4

4. SAMPLES OF TEXTS TRANSLATED IN STRICT ACCORDANCE WITH TRANSLATIONAL
gouTiNES DEvISED roR MT are GiveN i~ Tasies Nos 1,2,3.4. Woros
UNDERLINGED WERED EITHER NOT FOUND IN TH&R MT pICTIONARY AT ALL, OR
PHEIR MBANINGS WERS DIFFEREBHT FROM THOSE RRQUIRRD N THE PRESENT
TRXTS.

Nores on TasLe No 5

4.Tue poutine oF "Arrix DiscaroiNg Ano Vocasurary SearcH'is civen 1N
Fute IN TAsLe No §. THe ROUTINE DOES NOT INCLUDE:

Q) RECONSTRUCTION OF IRREGULAR VERB FORMS,AS WELL AS CERTAN
IRREGULAR FORMS OF NOUNS, NUMERALS , ADJECTIVES AND ADVERAS,
sTorep IN THE MT DICTIONARY;

b) ANALYSts OF CONTRACTED Forms, sucn as *..'IL7, % 'd" “.]s”
IN“DLY, “wa d” he’S"”, ETc., SINCE THESE ARE NOT CHARACTER:
V$TIC OF SCIENTIFIC TEXTS.

p.. AS SOON A8 THE ANALyzep WORD 1S fOound IN MT picTionARY iTis
REPLACED BY ITS VOCABULARY FORM,INDICATION ’INFLECTED' BEING
DEVELOPED IN CASE THE DIScARDED AFFIX BELONGS TO THE sTARR
ED AFFIXES,

3. INDICATION PM 18 GIVEN ONLY TO THOSE PUNCTUATION MARKS ,WHKN
ARE MEANT TO BSE ANALYZED BY THE 'PUNCTUATION Marks Analy-
sis’ ROUTINE,

Nores oN Tasies Nos 5,6,7

1. Two EXAMPLES OF CONTEXT ANALYSI® CARRIED OUT BY Tre T PoLy -
SEMANTIC WORD ANALYSIS ' ROUTINE ARE GIVEN IN TABLES Nos 6 Ano 7,

2. THE FOLLOWING SYMBOLS ARE ACCEPTED IN THE ROUTINES: A(B,C) neans
PASSING ON TO NO.B IN THE CASE OF THE POSITIVE ANSWER ,WHEREAS
NEGATIVE ANSWER WILL RESULT 'N PASSING ON TO No.C.Osviousyy,
A(B) means passing oN To No.B 1n BoTH cases, anD A(0) MeANS
THAT THE FINAL RESULT IS ACQUIRED AND NO FURTHER SEARCH 15 NE-
CESSARY,

BOTH FIGURES AND LETYERS , As WELL AS THEIR COMBINATIONS,
ARE USED IN THE ROUTINES IN THE MANNER EXPLAINED ABOVE CENERALLY
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. §14) Algebraic and Transcendental Equations 13

Repeated complex roots occur seldom in practical problems and
are evaluated by trial and error, since the iteration process con-
verges very slowly (if at all) in this case.

#Bquaring the roots,” or Graefie's method,* is frequentiy more
cumbersome than the methods outlined above, particularly in
connection with complex roots, but is widely used.

Once all the roots z, of an algebraic equation have been obtained,
the results of the solution may be checked by means of Newion's
relalions:

(133)
A X (134

For example, 1n Eq (a) of this section.

4
Ez.=(13+14m)+(13—149i)+(—15+!25-)

=l
4 (—15 —125)) = =274

i Xe- X1y = 1491,

imdicating thut the imaginary parts of the roots are probably ehightly
Insaccurate

1.4 Tranrcendental Equations
Any nonalgebraie equation 18 called a transcendental equation
A transcendental equution may have o tinite or an infinite number
of real roots, and may have no real roots at all  For examplo, the
equation
sinz =2

has no real roots (Fig. 1.3) but an infimty of complex roots; the
equation
anrt =%

i ? Scarborough, Numerical
 This method 3a expluned in detarl in J B Scarl

Mukm:tme,uuym, Tohns Hopkins Press, Balimore, 1930, pp 198 1., and
m R. E. Doughterty and E. G Keller, Mathematica of Modern Enginoering,

John Wilew & Sons tnc Vew York 19% pp Y4 Al

Tarre 4

KPATHBIE KOMNAGKCHLIE. KOPHW PEAXO BCTPEYA-
TR B NPAKTHHECKMX 3AQAWAX W BOIYUARKOT-
CR MPU nomown METOAAR NOKHOMD NOAOMEHN],
MOEKONLKY WTEPALUOHHLIN [MPOULCE CXOANTLA
OUEHL MEANEHHO ( ECAM BOOBlje. CXOAUTCA) B
ITOM CAYMAE."BO3BEAERUE KOPHEW B XBA-
APAT " AU METOA GRAEFFE’A ,UACTO BOAEE
rPOMO3AKO, HEM METOAD!, ONNCAHHbIER-
LB ,0COBEHHO B CBSA3N C KOMNAEKC HbIWA
KOPHSIMW , HO 1UNMPOKO NCNOAL3YHOTCA, ECAK
BCE KOPHW TC; ANFEBPAUMECKINO YPABHEHUA
NOAVUEHLI, TO PE3YALTATH PEWEHRNA MONW
NPOBEPATL NP NOMOWW COOTHOWEHUA New -

ton’a: n Cm-
Zxi= -5y
o, 20g-3Cye 2, =(— 1) S22

An
HARPUMEP, B YPABHEHUU (A) 9TOFO PAZRENA.

“
o= (1,374,490 + (4,3~ 1,491)+(-45 +142,51)
Lo + (—15-42,51) = -27,4

x,+00,- 00y 20y = 1494,

NOKA3LIBAS ,4TO MHUMBIE HACTN KOPHEM ,
BEPOSTHO , HEMHOTO HETOYHbI.

1.4. TPARCUEHAERTHBIE YPABHEHUSA

NoBOE HEANEBPANUECKOE YPASHEHWE HA3b-
BAETCY TPAHCUEHAEHTHbLIM YpA2HEWHEM. TeAnc-
BEHAEHTHOE VPABHEHWE MOMET MMETH KOHEYHOL
AN HECKOHEYHOLIA(A0 BEWECTBLHHSIX KOPAEH H MOMET HE
WMETb HAKAKWX BEWECTBEHRLIX KOPHEW PO-
OBIWE . HANPUMEP , YPABHEHUE

sinxe =2

HE NMEET HWKAKWUX BEUJECTBEHHUX Kopien (r3),
KPOME GECKOHEUYHOIO KOANYECTBA KOMNAEKS
HbiXx KOPHEW ; YPABHEWUE

Sinx = .‘i

(SALVADODA +NumericaL MeTaps 1n Encineering, p-13)
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He could not say much more asour
{7, ALTHOUGH HR FELT LIKE TELLING THEM
EXACTLY WHAT THIS MEANT: IFHE HAD BEEN
A \B2s8EQ MAN HE WOULD HAVE BEEN INSULT-
ED BY THIS TELRARAM. Buing Esgex, HE
COULD ONLY ASSUME iT TO BE THE iLii-
¢iT inT £ of someone ke B.(OOKE

A.Cutien. THEY HAD NOT WANTED
HIM ON MISSION IN THE FIRST PLACE,
AND NO DOUBT THRY WERE DOING THEIR
BRST TO MAKE IT iMPOSSIBLE FOR HIM.
He wANTED To expLaiN THis Yo Hathe-
fine,BUT NOT A WORD OF 1P courD REXY
HER,

7. Auoripee , " The Dipomat "
p. 227

Tadle 2

OH NE MOF PACCKASATD 3HAUWTEAL-
HO BOAMWIE OB IJTOM, XOTHR emMy XOTE-
AOCb CKA3ATbD MM B TOUHOCTW , VYO 3TO
arAUNNO, ECAN Bbl OH BblA BOANEE MIt
KWM YEAOBEKOM, OH BblA Bbi OCKOPHE—
AEH FTON TEAErPAMMON. Eyavun -
CEKLOM , OH MOF TOABLXO NP EANOAORNTD,
GTO 3TO HE3AKOHHOE BMEWATEALCTRO
Koro-To , apope B.Kvka wan A.KATAE-
pa . [IPEIAE BCEMO, OHK HE XOTEAW,
YyTOBHI OH EXAA C MWCCUEWM, U 6B3
COMHEHWA OXRN CHENAMU BCE BO3-
MOMMHOL, UTOEb! CAEAATL 1O HEBO3-
MOMHEAM AR HEFO. OM xOomeA OF-
ACHNTD 2T0 KsTPNH, HO HH OQYiO
CACBO W3 ITOre HE MOTAD ADWNTH
HO HER.

IT WAS THEGNLY WAY, PROBABLY , THAT
SUCH A PREPOSITION COULD HAVE BERN
MaDE TO SOAMES, HE WAS MONPLUSSED.
CONsciE NCE TOLD HIm TO THROW THE
WHOLE THING UP. BUT THE DESIGN WAS
GOOD, AND HE Xaaw 1T — THERE WAS
COMPLETISISS ABOUT IT, AND DIGNITY S
THE SERVANTS' APARTMENTS WEGRE IX-
CRLLENT TOO. HE wouLp GAIN cReED\T
BY LiVING IN A HOUSE LIKE THAT-WIH
sUCH INDIVIDUAL FEATURES, YET PER-

FRCTLY WELL-ARRANGED

GALSWORTHY. "THe MAN oF
PROPERTY "
Part I, CHAPTER YL, p. 103

Table 3

BEPOGTHO , 9TO BbiN EQWNHCTBEHHMX
CNOCOB,HTOBY! TAKOE NPEANORERNE
MOKHO BLIND CAENATL Comcy. Oon
EbiA OWAPAWEH . PACCYAOK BEAEN
EMY OTKA3ATLCHA OT BCEW BATENW.
Ho YeEPTEM BLIA XOPOW , A OH 3HAN
270 — B HEM BbIAA 3AKOHYEHHOCTD,
“ BAATOPOACTBO; ROMHATD! AAN AP
EbiAVM TAKKE OTAMUHbLIE. OH NPYOBPEA
Bhl YBAWENUE , NBA B AOME, NOALSE:
HOM TFTOMY — C TAKUMM NHANBUEY-
AALMBIMM  0COBEHHOCTAMNWN , 1 BCE
cE COBEPWEHHO SNATOYCTPOEHHOM.

FROM cHILDHOOD'S HOUR 1 HAVE NoO™
BEGN
As OTHERS WERE - 1 HAVE MNOT
SEEN
AS OTHERS SAaw — L couro NoOT
BRING
My PASSIONS FROM A COMMON
SPRING.
EoGArE A.Poe | ALoNE”

Table 4

C vAaca aE™CTEA 5

HE BbiA
Kaw QPYrme BblAu — A

HE BHUAEA
KAaK APYIrUR BWVNAEAKU — I

HE MO UEPNATDL

MOU CTPACTV W3 OBWEMD

NCTONHUKA
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1 (29a, 2)

2 { 3a, 3)

3a (15b, 4a)

b (150, 4b)

4a (14p, 9b)

b (44a, 50)

5a. (148, 6a)

b (14d, 30b)

6a (46b, 7)

b (161, 14¢)

7 (14e, 8)

8 (i3e, %)

9a(4uh 10 )
b(45¢,35)

10 (16e,41)

1 (4L, 2)

{2 (4w, 13)

3 (17 ,34)

{4g(28c) |h(28s)
b(28b) |k (28t)
c(28d) | €(25)
d(z80) | m(27)
e(2gn) | n(20)
f(28p) | p (300)
g(28r)

{5a(28a)
b(_30ﬂ.) € @vny
()

. {6a(24a)
b(28x)
c(24c)

17 (28h)

13 (28e)

19 (zsh)

20 (289)

ROUTINE

FOR

AFFIX DISCARDING ano VOCABULARY SEARCH

CHECK UP VOCABULARY FOR THE WhOLE WORD
CHECK UP AMALYZED WORD FOR ‘FORMULA’
CHECK UP TWO FINAL LETTERS FOR 'S

*
CHECK UP FINAL LETTER FOR

®
CHECK UP FINAL LETTER (OF REMAINDER) FOR S

»
(MECK UP THREE FINAL LETTERS(0F RemanpiR) For ING

»
{Heck UP Two FinAL LETIERS FOR ED” or ER”

CHECK UP THREE FINAL LEXTERS FOR ES"I"
CHER UP Two fINAL Letvere For TH

CHECK UP THREE FINAL LETTERs ForR JAN
CHECK UP FINAL LETTER FOR A"

CHECK UP FINAL LETTER FOR I *

(MECK UP THREE FiNAL LETTers for MEN *
DISCARD FINAL LETTER (OF REMAINDER)

DISCARD TWO FINAL LETTERS (CF REMAINDER)
DISCARD THREE FINAL LETTERS (0F REMAINDER)

(HANGE LAST BUT ONE LETTER FOR A
Aoo XIS To remainNbER
Apo EX To REMAINDER
App FE To REMAINDER

21a(28f)
b(381n)
c(esw)
92a(2s¢)
b(28v)
23 (28h)
94 (28a)
25 (2By
% (#8h

b 29a., 6b
29b 5b
290. iB
29a.,16a;
29a,44n
%290. 16d)
,34) |w
x§29a 229
£(290.,15d)
290. 23

78 h)
23a gm ,30b) |

Table 5

Ao Y To REMAINDER

App E To

Apo 1E To REMAINDER
Apo VE TO REMAINDER
Abpo UM T0 REMAINDER
ADD OWN TO REMAINDER
ADD US TO REMAINDER
a(29,14f)  CHECK UP VOCABULARY
p(R9a,144) FOR REMAINDER
r(29a,24
s(29¢, 14
t(29¢,22%)
u(29¢,16c)
fﬁﬂc,ﬁcg
29c,34
¥(29a,{5h)
2.(29b,34)

TAKE

REMAINDER

INFORMATION FROM VOCABULARY

DEVELOP INDICATION 'NOUN’

DEVELOP INDiCATION 'ADIECTIVE'
DEVELOP INDICATION Y PLURAL.’
DEVELOP INDICATION *GENITIVE'
DEVELOP INDICATION YUNKNOWN "WORD'
AND STORE EnNGuiSH WORD YO BE PRINTED
UNALTERED IN RUSSIAN SENTENCE

PICK UP NEXT WORD WITHOUT INOKATION
'PUNCTUATION IMIARK’(PM) AND CHECK
17 UP fFoR 'FULL- STOP?
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Table ©

ADVANCE ) 4(a,c) CHECK UP ANALYZZD WORD FOR INDICA-

Homonym 2 - 4.Noun, Tion * vers'’ .
poLysEm, a.(b,l) CHECK UP ANALYZED WORD FOR INDItA-

2.Verb, TioN NINFLECIED', - THE ArFix FOrR ED
POLYSEM AND FOLLOW(NG WORD FOR |N°|(A“°N'NOUN'

b(I[,IlI) CHECK UP SELECTED NOUN FORGRO0P
TEXT - BOOK'

C(N,V) (HECK UP PRECEDING YVORD FOR'GROOP
IN'
I (0) PA3PABOTATD (Verb;+Accusative)

IL(0) TIOBbIEHHbIA THIT(Adjective +

+NouN Comhnajtton.‘
Masaline , Sin uéax
Attribute in postposition)

IL(0)  COBEPWEHHbIA (Adjective)

W(©) 3aPAREE (Adverb of place)
Y (o) YCNEX ( Noun , mascufine)

Table 7

DESIGN 69(1,0;) CHECK UP NEAREST FOLLOW'NG NOUN

Homonym2. - Veré, (*2@),0R NEAREST PRECEDING NOUN
Poltysem. (*2BYror "croup CONSTRUCTION' o%
'Grour METHOD’

G(Il,m) CHECK UP NEAREST FOLLOWING PREPO-
SITION FOR INDICATION PPV, o= PD,or PA™)

I(0)  PA3PABOTATD (Verb; + Accusatve)
I(0) MNPEAHAZHAUNUTD (Verb;+ Acusative)
W) OBO3HAUNTL (Verb;+ Accusative)

») PPV : PRerosiTiON of Passive Voice
PD: Prerosition OF DIRECTION
PA : PREPOSITION OF Alm
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MT ROUTINES
v vHE ORDER. oF TheR
APPLICATION

AFFIX DISCARDING AND VOCABULARYSEM X. VOCABULARY
1 ROUTINES

PARTS-0F-SPEECH CLASSIEICATION OF 'UNKNOWYMRDS

:

HomONYMS CLASSIFICATION INTO PARTS OF SPEECH

}

FORMULAS’ ANALYSIS

¥

POLYSEMANTIC WORD ANALYSIS

o

VERB ANALYSIS IL. GRAMMATICAL
I ANALYS|S

ANALYSIS OF PUNCTUATION MARKS ROUTINES

+

SYNTAX ANALYSIS

1

NQUN AnND NUMERAL, ANALYSIS

T

ADIECTLIVE. ANALYSIS

|

CHANGESIN WORD- ORDER

|

WORD - FORMATION ROUTINE IOI. SYNTHESIS
T ROUTINES

VERB SYNTHESIS

¥

ADJECTIVE ( AND NUMERAL) SYNTHESIS

¥

NOUN (AND NUMERAL) SYN'THESIS
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PAT E}RNS
GRAMMATICAL CONTEXT

US&D IN

VERB ANALYSIS

png‘g‘lf’NG ia Auxitiary L
CSEL;gr =) yi) AuxiLiary 1
ic HALF - AUXILIATY
41.YERB +V&E® <p S%ERe" 1S Normionan

VERS

ie ModaL

iF HaLe - modAt
UG Auxiviary I

’ZAVERB - w SEILLECTED
2NOUN -+ AVLKES® 123 Pramicie NOUN

2c Cl1 -+

7

 PRONOMINAL
3a ADI ECTIVE

SELECTED 3 )
3 m\ﬂ‘ -+ ANALYzéED 3B ADJECTIVAL 1S PREPOSITION
3c NUMERAL

g -

Firy Cl

48 CH \ o
anaLyzep JAc SELECRD - 1g J PM) racke

4. mNJWCTEO?/H VERB ﬁ4D CONJUNCTION ﬁPM N 'comma‘

4e PM *semicolon’

\4F U)M "full- stop’

5 APVERBUAL 5 diperiNite J -9 Nouy |+ SELECTED

PARTICLE ADYERBIAL

5. ADYERBIAL -+ AVRYE™® {5‘\ SELECTED iS{ADVERB 98-1 VERS

hB-3 ADIECTIVE
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E

They

insisted

on (o v

paraflelism

between

N°E AE

2E

3E At

5E

GE

Noun

Prorominal
Personal
Pturaf
- | Nominative

e

Yerbd

Homonvm

M)ectivc
4

Pronomi-

nat
Indefinite
oxticle

Polysem .

Noun
Agstracl

Preposition

OH

HACTAMNBATDH

HA | NT

MAPANNENN3M

MERAY

Noun
Pronomunal

Plural

Nominative

Yerd
+ Accusalive
Predicate

Past
Ptural

34 person

Preposition
+Pr¢posi-
tionat

Case

Adjective
I)R

Noun
Mascutine

Prepos tional Case

Preposition
+ Abtative

2R

OH

HACTANBATD

HA

TIAPANAENU3 MW

MEMQY

(0217

HACTAUBARMY

HA

NAPRNNENW3ME

MERAY

TesT 951 (continued)

Tabbe 10

SO
44E

Advesb
D -

afgebra

410E

rigid
12E
Adjective

'general'
OFE

Adjective

ond
JE

'arithmetical'
7E

" [Noun
Mathematical

Con-

1 —A djective
junclun

|
|
|

Pobysem.| ]
APUOMETUYECKMN"| V| 0BUWI" |
Adjective I CH | Adjective

' Femintne

Femunine
Smgular Simauiwz‘
Ablative Ablotive

A [WECTRMA |,
¢ Adverd Adject.'we
LD

MaThematlica
tewm
i Feminine

MR

|
{

ANTEBPA | TAK | RECTKUN,
| ANTEBPOW | TAK BHECTKO

_APUOMETHNYECKUI®
APHOMETHYECKON"

.oswwun
LOBWEWN"
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TeaT 951 (continued.) Table 10 (continued)
that|, | if | it |coutd]| be |maintained|, | it |woutd

3¢ qut | 1SE 4GE 17€ 48€ 49E 20E QE _92F

Adjuiim’ Conjunc- Nour Verb —Verb Verd Com | Noun Verb
Pronominal ton | Prono: | Modal | Auxi- Prono- Aunifia- dd

12‘2?‘. Past hoey] mnol ryof ma

Imoer-
sonal | Preduate n Modal

sonat .
Singuler Singulat Predicate

Polysem Polbysem. Polysem.
3TOT BblTb| COXPAHUTD 3TOT NT

Adjective Verd AdJecIive Verb

Prono- ‘ - “—-| + Accusative Prono Predicate
| munaf T ————-

Neuter present —S?i;ﬁc;te aed N:::::

. rese . wnve

Smgu&u Imper- P into direct Ob- Smgufor

Acc.usa~ sonaf Predicate ject E‘omlme
tive Infunitive Subject

[Subject "] D D Predicnte

N z 16R 18R S 21R
wWo

R21\JTO , [ECAU |3TOT |MOUL{BLITD |COXPAHKMTD 3TOT
R{UTO |, [ECAM|3TO [MOKHO BolA0 k] COXPAHMUTD 3-‘_1'0

TesT 951 (contiruied)

e [effectively| destroy | the |generalily and |[they

NE 23e 24E 2sE 26E 288 | 29

e | Adverd”™ Verd Adjectuve Noun tonpuc- | Noun

D Ptgg?mi- Abstract tion Pm‘?gém-
Definete Personot
attiete Plurat

Nomina -

Live
Polysem. Potysermn

cywecTBERHM PASPYWKNTL | NT' JoBwHOCTL | 5 | W | OH |
AdverBial Ver$ Adjective Noun C1

Noun
Adjective + Accusative Feminine

D e Pronomi-
Predaicate R Stnqulay

Subjunctwe Aecusative Sugu\ect
Neuter ?lurat
Singufm‘ Nomina-
tiwve

23R

1 27n ]
shist

CYUECTBEHHD PAIPYWIUTD OBWHOCTbL | ; KA3ATH LY
CYULECTBEHHO|PA3PYILIAND BbI ObWH OCTE___L_ A @HRETG} l
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TesT 951 (centinued) Tablei0(continued)
Elnever |seem to |haverealised| fuley
Nt 30E 34E 3E 33E 34E 3S5E ase

€ | Adverd Link- . |
-verd HOMZWM XS:-&W}, Verd Adverd Mjechv?

D I D Prg\r::zmb

Polysem. | Pobysem. Polysem

HUKOIAA KA3ATbC(q UTO |NT |0CO3HABATHNQNHOCTHH YTO
Adverd Verb CS [Ver8 |[Verd Advers CI

D J Predicate + AccusaBive D
Predicate Present

Present
Sing ular D
3¥person

1 Past
Peuzal

134 person

29R 30R  [31IR| 32r 33R 34R 36R
S}Ilft PUT COMBINATION
(30R) +(31R)+(32R)fefore (270)

RQ ’ UT0| OH HWKOMAR| HE | OCO3HABAMTH| NTONHOCTHI 4TOo

R ’ UTo| OHw HHKOTAA| HE |OCO3HABA.AM|NONHOCTBIO s [UTO
TesT 954 (continwed)

El a formubal |true Iwith| one
WE| 37 38€ R 40E 41

e |Adjective Noun - N
I _Ho.monym |Homony *
Pronomnnaf! MaThematical ! | 3 2" m | Numeral
lnde{mtlc . term | |
article : ' : .
!
P | . |
otysem. 1 _;Pcn?ysm. ]pofyst_ Polysem.

NT 9 | IBEPHM]
ICPOPMVHH, IBEPHLA | NP U ooVH

Adjedivg | Noun b Adlecti : ;
, eclive (Preposi- |Adject
D ' IMAThcma*xcaP 1CA; zjeclive t‘eigh.l Adjective
R ; term ! Ferminine | ppo- | Feminine
SSMNLNE Stegufar | sitignal| Singutar
Subject . Nosmmalive'  ase !Pupositional
! Singuéar - ! ChAse
l- , Nomnatwve | i
! b
. S ——
 37R 38R ‘39R  -d40R booar az2R,

I
SHIFT SHIFT OF COMBINATION (46E - 49 : ——25
PRECEEDS INSERTION of comMmA (37 . !

!
!
[
t
!

: = ' f
BIONHE |BOSMOKHBUA | , |uTO|SOPMYNA |, IBEPRGIT MPIT | QAT

BIIOAHE |BO3MOMHO | , I4TOI0OPMYNA T, BEPHA NPU OAHOTA

——— - .
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————

TesT 530
E| Use
NE 2
e | Verb

Table 11
parameterS

8e

the
2

Mijective

Pronominal

Definite
orlicle

variation
q€e

Lagrange
3E

Noun
Animated
Proper
Masculine
Si n%ufaff
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The concept of control process arises in various branches of
ratoral sciences and possesses & nuber of comson features which
are studied by cybernstics.

The most highly organized conirolling processes are those
related to higher nervous activity of animais and man. The study
of these processes from the point of view of general cybernetics
by reveal N% the laws of the corrospondi% control algorithms is
at interest. It gives an understanding of the nature of

l:}ﬁ; mervous activity, enriches the theory of control algorithms

helpe to create new classes of effective algorithas. con~
nidorabﬁ monber of publications have been published by now, con-
cerned with atiempts to model various features of the control
processes in the central nervous system., These include investi-
gations on modelling conditional reflexes (1), (10), on the
ereation of various models of mice, t 1?2 ew vfzi%h imitate
the behaviour of the live creatures ’ 3, (1), (8), works on
the mathematical theory of learning (4), (9), etce

It is more difficult to indicate publications which develop
consistently a cybsrmetical approach to the atud{ of actual
questions o'} the hyaiolog{ of highsr pervous ac ivit{ and to
revealing the features of the corresponding control algorithms.

It 13 appropriate at this point to quote Academician 1.P,
Pavlov (2 pointed out the mcessitg of employing mathemat-
ical amelysis in studying processes of higher mervous activity.

This vaper discusses quesiions of aliorithn creation for
complex control processes reflecting the Ieatures of formation
of oconditiomsl reflex chains.

XXX

Para.l. GBMERAL CONIHOL SYSTEM

controlling process infers the existence of two

devices = one controlling device and the other controlled =
which oxcha%e inforeation. The coglexity of the controlling
device de s on the g}fantit{ of information it has to treati
over & definite imterval of time. The controlling device can
employ the information about the controlled device in various
“nis. In the general case the controlling device may receive
intormation &8 to the influence of the environment on the_con-
trolled device, characterized at each moment by a sigmal F (%)

information as to the result of the action of the controll-
od device, characterized by a signal y(¢). On the basis of
this information the comtrolling devite produces & signal X (4/
shich scts on the controlled device, The algorithm of produc-
ing the sigmal x(¢) is determined by the condition that the
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sigoal %t} differs sufficiently little in some sense from a
etermined functioni% (t)s Thus the result of the action of

he controlled device & function of the controlling influence

X(T) and of the influerces 2{ the enviroprmsut /7)) and ¢ (),

where 7< ¢ :
yt)= Plx(z), F(e) ¢ ()] (1)

here ¢ /%) describes the of the influence of the emviron-
mont concerning which mo information is received.

In its turn, the controlling influence is produced by the
controlling device by realization of the algorithm which
determine "z t! by the values of 7 /(7) (T) at T<¢,
The sigrels F(4) and y¥(#) , generally, are dccidental. 1f

7rt) and ¥ (t) are known functions the possibility of obtain-~
ing the required sigmal g/t/ at the output of the controlled
device depends only on the permissible arbitrariness in select-
15 Z(t] + In the contrary case, when the values of ¥ (¢) are
i oggn ent for various #° and the right side of (1) dependa
substantially on the valus of ¢/Z/ the result ¢ /2 will in-
ovitablgeposaen & coertain minimum degree of indefiniteness which
canmot lowered by virtue of the controlling influences. The
most interesting case ir the intermediate one when the values
of 7(¢/ and ¢ /£) are correlated at various moments of time.

In the following we ass that the time ¢ rums through
a discsote sequence of values (for instance all the integra
values) and the irﬂo/f/i%temss of the signal is characterized
by * .. entropy (see .

In the case of the process of formation of a conditional
rof}eﬁtha above-described scheme of control can be integrated
as follows.

stimli; the sigml ¢ (%) bri information on the rein~
forcerents (unconditidnpal stimuli), /%) is a cha.rac?oriati
of the occurrencs of mon-occurrence of the reaction (reflex),

¥ (t) characterizes the indefiniteness in the correspond-
ence between the reinforcement and the stimuli.

The cong%oxity of the controlling process is character-
ized by the total entropy /' of information of the aignals
at various moments of tims.

The ﬂignal #(t) represents information on conditional
s

An important characteristic of the process is the value
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S 4
H= Gm=H (41, F/7))
t-T<T<t
It can be shown that the value Ao determines the minimum
degres of indefinitencss (entropy) of the value #(Z/  per unit

time which can bs obtained by an optimum method of control, i.e.
by selaction of the algorithm # .

Another important class of controlling systems are aystems
for which the following limit exists

H=bim [HIylY, F(t)) - TH o] (3)
T——o0° t-T<T ¢

The value 7 =7 , at vhich the sxpression i%brack‘ats in (3)
differs sufficiently little from iis limit , characterizes
the time interval dur yhich the information mmst be received
to produce the controll signal z(¢ ensuring & sufficiently
ég. &imlity,,of control, i.e. entrop{H{y{t/} close to # .

yalus 4  itself characterizes ibs‘time necessary to_pro-
duce tha control algorithm # , i.e. the "learning time™ Z
according to the law

T~F o¥ (4)

It is aszsused that ¥ (Z) is s stationary stochastical process
satisfying certain special limitations.

To studi the dynamics of formation of chains of condition-
al reflexes it is important io consider the case where Fe)
is 8 chain of successively acting conditional stimuli (6,6, &)
y(t) is & chain of Buccessively acting reinforcing Iactors
( C,¢, o Cx ), determined by the sequence of actions x(7)
I) 02, AR

®e may conaider & scheme in which each successive stimulus
§; is al the same timo a roinforcin§ factoi 6;=C;., and the
factcsr Cx  1is the final reinforcing fasctor (food, removal of

pein

This scheme decreases substantielly. The next gstep in re-
ducing H 48 to establish the correla ed subsaquences of
actions in combination with stienli and to work out an algorithm
from such pre-set subsequences of actions.

Experimental study of systems of conditional reflexes in
aninals emables disclosure ol some al rithes of the work of the
brein. Analysis of these algorithms is ssible on the basis of
the theoretical conceptions considered above. The schemes of
these e?irinents and their qualitative interpretation is given

0

in the lowing paragrapis.
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Para.2, EXPERINENTAL INVESTIGATION OF CONTROL
ALGORTTEMS IN FORMING CHAINS OF CONDITIONAL BEFLEXES

The method used by us can be characterized as a version of
the conditional reflex procedure developed by 1.P. Pavlov (2).
A valuable contributio? t% the study of this problem were the
works of L.G. Voronin (12J.

In the course of the exgorinent definite systems of outer
regularities wore created ar ificiall; in the experimental
environment surrounding the animal. ¥o
menter would set the ascheme:

r instance, the experi-

jump to press
bell — —«—vwhistle —food
pedestal ¥o.l pedal

Lccordigf to this scheme the experimenter was to introduce
various stimuli degending on the movements of the animal. In
this way the experimenter played the part of the environment.

In the course of the experiment, by using various versions
of the procedure studies could be made of the laws relating to
the formation of & mnew working programme (chain of conditiomal
reflexes) in the animal, enabling it to obtain food under these
experimental conditions. The animal wuld ascertain the regu-
larities of the enviromsent created artlflciagly by the
experimsnter (recorded preliminarily on paper and unknown to
i1t. On thie basis it would develop its oplimum working program-
me under the given conditions. This procedurs, which was used
by us in experiments with a human being as well, reveals the
complex picture of interaction between the environment and the
organisn, observed in the process of developing new working

anmes. Ib thus becomes possible to disclose a certain
sequence of operations by means of which the pew working pro-

can be develoged. This sequence includes both & definite
syster in accomplishing movi reactions and definite principles
in estimating and utilizing the information received from the
environment.

On the whole, we can speak of a definite learning algorithnm,
i,e. of a definite sequence of operations by means of which a
new workipg programme Can be developed. It should be emphasized
that in this case we do not mean an algorithm of simple bebav-
iour of animals, but an algorithm of a special higher category
an algorithm of a higher order, through which animals can evelop
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various new forms of algorithmic behaviour in any new situations
of the environment.

The experimental procedure emables various outer situat ions
to be created. These situations may differ bnth in the complex=
ity of the regularities artificially created and in the pro abil~
ity of accidental (mot depending on the actions of the animsl)

pearance of various stimali. Along with rigid regularities
accidental coincidences of stimuli may also be included in the

outer situation.

Under these various conditions of the artificially create:
environment various algorithms could be revealed on which
formation of pew working programses are based.

The procedure e!gloied also enabled the study of alge -
in cases where the animals had al;ead¥ received partial o1
complete information of the experimenial situation.

Investigations, carried out according ¢ LI® 4vOVe describe
procedure es ablished that the chain of r- - .3 could be Adevsl -
od on the besis of dguble reinforcement by ..f successive addi-
tion of new links. In working out each rx - :: i of the chain one
of the conditional stimuli of the earlier devulcped chain links
is employed as an immediate reinforcement. The entire 837 .-
after completion was reinforced by food.

The algori%hn described ensures the aggearance of nzy work-
ing pro s (bemaviour algorithms) of the animal under ~=7=
ious new conditions. It should be emphasized that this aigo=
ritha involves estimation and selection from all the inforsatio:
reoceived h{uthe brain, of that gart of the information which is
needed o build an op&ixu; work progragn . One of the criter-
ia of estimating information is the nciple of recurrent
coincidence of two 8i s discoversd by I.P. Pavlov. 7%his
criterion is quite reliable, because recurring coincidence may
gsorve as a proof of the farr’c that in our case the organism has
%o deal with real laws of the outer world and not with accident™
al coipcidence of two stimuli. The criterion of usefulness of
information is at first a tenporargvcoincidence of this inform-
ation with food and afterwards with a conditional signal, in
its turn, previously related to food.

It is important to stress that in the course of developrsent
of a systen of reflexes new "landmarks" keep arising which
serve to ostimate both the usefulness of wvarious movements and

i
the usefulness of the information received b¥.the control
1l

system, g6 "landmarks” include all condilional stimuli of
pBwly developed conditional reflexes. The appearance of new
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ipte - Aiate "landmarks" may be of great importance for develop-
i chains of conditional reflexes (new workinﬁB rogrammes ).
r

®.. «sortance of the appearance of these "landme consists

1\ wzeificial limitation of the entrop{ by decreasing the
mahe. of situations considered, i.e. by the eliminating the
w -aity of fully considering all the situations.

Para.3. MORE COMPIEX CONTROL ALGORITHUS

. sage considered sbove was an extrsmely simple one. As
is & ., tuch more conglex programmss have to be used in cyber-
meti. avetsms. Very often a possibility is provided to switch
the rt ol a system from one grogramne to another depending
o1 -  results of the work of the system.

*hars arises the guestion whe ther such comgiex progranmes
ca: ve developsed in self-organizing systems. This involves

both tie problem of finding the corresponding algorithms and

the queation of their realizaiion in cybernetic machines. The
experiuenia were made according to the described procedure, but
the pature of the regularities of the environmernt set up in the
courc of the experiment were more complex. For instance, a
ati- 1w vas introduced making accomplishment of the reflex

cha  .grvossible. Or such a system of environment regularities
wouis o set up by virtue of which two stimuli would have to be
pressnt simultaneously for any definite action to be accomplish~
¥,

®he corresponding diagrams are:

§ Gy 65 Op 64y @& — ¢ (£00d),
o, g, 6 — (5)

O - e Tp ghilB-BCHOBO—the-presence of fc _ =ade sccomplishment of
t»s main reflex sgstem impossible. At the same time there was T
petent jal gossi ility of finding a way of elimipating b5
:y moens of the reflex chain a, & @y 67 or

Ul/ 58 06 5/0
0, —— C(food) (6)

a, 6, a, & } ¢

, %g this case to accomplish the action G» two signals &,
:\ had to be present. Such systems of interrelations
ars often encountered.” It was established that when animals
wers placed under such experimental conditions they worked out
the corresponding system of reflexes. The laws of development
of these sistems of reflexes were studied. Particularly, it
z sstablished that exclusion of the stigpulus 4  (dlagram

5)) and introduction of 4, amd ¢, (diagram (6)) may
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serve as & basis for the formation of a new chain of reflexes.
Development of this chain of reflexes no 10n§er required direct
reinforcement by food. These chains thus diiIfered from ordin~
ary food reflex chains. They possessed a certain "autonol{'.
(As is known, the clemente of a food chain disappsar guickly

if they are not reinforced with food). ;

On the basis of these experiments certain conclusions can
be drawn as to the nature of the algorithms lying at the basis
of the formation of complex systems of conditlonal reflexes.
An important element of thess algorithms is the sppearance of
a new trial of all possible movemen%s §n conditions of the
presence of stimulus &5 (diagram (5)) and the absence of
stimli 4, and §, (diagram (6)).

If, as a result of any movement, stimulus 4s disappear-
ed or stimli 6w oOr & agg;ared,‘a new “autonomous™ chain
of reflexes began to fore, 8 chain being no longer related
directly to food. In these experiments it was demomstrated
that systoms of conditional reilexes may have a very complex
structare.

Para.4. ALGORITHMS UTILIZING PREVIOUSLY IEVELOPED
CEAINS OF CORDITIONAL REFLEXES

The most goneral cese is ths situation when the system
sosass partial information about the controlled obiect.
idently, in this case the algorithm of the work of the
s!iten agould make it possible to draw precisely the informa=-
tion needed at that particular moment from the memory and to
include it in & strictly definits part of the mewly Tormed
working programme.

W This systsm must possess & memory and mechanisms for
gelection oI the nacessary information.

Lst a certain control system have a definitis number of
previously developed working programmes. There is a certain
concrots situation (a set of signals 6, 6, &; etc. entering
the system). Under these condilions the system is confronte

b{itha task of developing a new programme of work by means of
which it can accomplish & certain pew result. It may also be
required that certain dangerous states of the controlled ob~
ject should be evaded.

The work of the controlled system must evidently result
in a certain new programmee which should correspond to the
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given concrete situation ( &, 6, 65 ) and accomplish the same
purpose. In other words a certain new expsdient form of behav-
i mst be worked out.

Phis new progranme arises on the basie of a retreatment of
previously ac ated inforsation. In the course of retreat-
ment of all the information stored in the memory that part of
it must be selected which may be of use in achieving the end
apd can be utilized in the glven concrete situation represented
by a definite set of signals C &, 6, 65,-- - )

¥he information is stored in the form of = large number of
work grogrannaa of various kinds and developed at dif ferent
occasions.

%0 apalyze this scheme various kinds of complex conditional
reflex systezs reinforced by food, gaig disappearance stimuli,
etc. wers developed in the animals 1%).

In the course of the experimeni some new depand was brought
up. For instance, thirst was caused in dogs and a certain new
set of external slimuli was started.

Under these conditions new forms of behaviour developed in
the animal conmnscted with the reception of water, including
definite sectiong of grevious%y developed food and defensive
roflex chains. Bzperimsnts of this kind made it possible to
study the algorithms of formation of new working pro 8
when partiel or_ complete jnformation on the controlled object
is available. Durinﬁ this experiment the greviously developed
reflex 3ysteag and the experimentally created situation (set of
signals) were known exactly, S0 that each part of the new work-
ing programms could be fraced to the corresponding greviously
devefgped chain., This made it possible to observe the process
of formation of the new programme.

By var%ing the form of the experiment certain essential

laws could be established characterizing the formation of

gaw roflex systems on the basis of newly accumlated informa=
ion.

14 wes found that when any definite situations were
created new systems of conditiomel reflex reactions arose
imsediately in the animals without additional development.

These working programmes cCOIIres nded each time exactly
tg the erperimental environment crea 8d artificiall¥ and result-
4 intgag sfaction of the new demand of the animal reception
of water).
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These acts of behaviour could not be reduced to the sum
total of stimuli included in the set. Bach act of behaviour
was e unified integral system and ragresented an inte%ral
reaction of the organism accomplished in resgonse to the entire
set of signals presented. The presence or absence of any one
stimilus in the set entirely alters the newly arising system
of conditional reflexss.

It was found that under ordinary conditions animals would
ot react at all to conditiona]l stimuli, though the reflex
li:tem was stably developed. creating thirst (excitement of
the drinking centre) conditional reflex reactions were observed
to appear in response to definite comditional stimuli. Here,

tivation of the ipdividual reactions was of a selective nature.
he order of distribution of this activity depended on the whole
set of signals employed. The animals’ reactions were always
of an integral nature.

In studyinf this phengmenon definite laws were established,
) set of special "starting” conditional irritators were detected
which, themselves mot causin§ any moving reaction, put into
action 8 certain section of the system. A certain order of

subordination was detected in the action of these signals. One

of the stimmli # (a stimulus of the highest category) would
gut a definite sector of a previously developed reflex system
n i

o an active state. Other siimul 0, B3, P, ... ) woul
start up individual parts of this sector, but their action
could menifest itself only after stimulus 4  had been brought
into play. A third group of stimuli C ¢.C,cy. ...) WO
start up individual reflex cheins., Their actlon was found to
be possible only after 4 and 5, had been put into action.

Then ths following regularities were discovered., If thirst
wes caused, the first conditional reflexes to become active were
those of the drinking chains. And the firet of these condi-
tional reflexes to go into action were t?ose igmediately con=~
nected with unconditional reinforcement (water/. If any of
these copditional stimuli were present in the experimentall
created environment the other conditiomal reflexes would no
become sctive. But if these stimuli were absent other condi~
tiopal reflex reactions began to become active. If at least one
coRmon stimulgs of two unlike reflex cheins (the food and the
drinkozgstenn was present the animal would begin to res¥ond to

itional irritators of the food reflex system. II a
common irritator of the food and the defence chains was present
a certain section of the defence reflex chain also became
sctive. If there were no signals common to the two unlike
reflex chains no conditional reflex reactions of those systems
were observed to become active.
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The above-described process of the consecutive rise of
conditional reflex responses to & definite group of stimuli
depended also, as was indicated above, on t ergiesence in the
environzent of definite "starting” stimuli. is_caused the
phenomenon of subordination just described. Anﬁ definite
chain of reflexes could become active only if the corresponding
starting signals were present.

On the basis of modern data of meurology and cybernetics

the following hypothesis can be put forth to explain the facts

osented above. When thirst is caised the resulting excita=-

ion process begins to 8 read over tystems of previousl
developed zomiitional reflex ties. This lowers the excitement
threshold of the corresponding first elements. If, as the
excitation spreads, amother excitation caused by an external
copditional stimmlus arrives at the same nerve cells thg;two
sxcitations edd ug and result in the corresponding cog% tional
reflex movement. The necessary information is selected/as a
result of these processes.

The union of unlike reflex chains (food and drink and
defence, etc.) can be explained in & similar manner. It a
comnmon stimulus is gresent the excitation process may spread
from one reflex system to another. Synthesis of the” new working
programze is explained by the following diagrem:

a, 6 @ b g 6, — €, (food)
a; by On 6 @ 6,|q—elimination of pain)

0/8 53 05 5”/ 07 - C:? (w&ter)

It can be seen from this diagrem that the algorithm of
wnion of the sistems by the principle of a common stimulus
may result in the synthwsis of a new system of reflexes

a,63ag be Qs by Ty —= s (water) serving for the
procurement of water and consisting of various sectioms of
previously developed systems.

®he brain work algorithms commected with the utiligation
of previously accumulaied inforpation which we have studied
provide for repid formation of pew forms of behaviour.

Analyais of the principles of formation of conditional
refley chains contributes to progress in the study of questions
of the physiology of a higher nervous activity in that it helps
to establish the structure of the elgorithms controlling the
complex behaviour of higher animals and offers an oppor unity of
finding ways of economically realizing controlling algorithms in
cybernetics systenms.

Se
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