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Antennas

UDC 621.396.677.8.001.5
CYLINDRICAL ANTENNA ARRAYS WITH COHERENT OPTICAL SIGNAL PROCESSING

Kiev IZVESTIYA VYSSHIKH UCHEBNYKH ZAUEDENIY RADIOELEKTRONIKA in Russian
Vol 22 No 5, May 79 pp 29-34

[Article A.Yu. Grinev and Ye.N. Voronin, manuscript received 30 Jun 78}

[Text] The specific features of the shaping of the
receive beams of aplanar antemna arrays by radio-optical
methods which allow for a parallel view of space in a
broad sector of angles are treated, The possibility of
the reduction of the coherent optical processor of a
cylindrical antenna array is demonstrated and an example
is adduced.

The shaping of the receive beams of aplanar antennas by coherent optical
(K0) methods in an approximation of a continuous aperture was analyzed in
[1]. The results of [1] are extended to discrete apertures in the form of
antenna arrays [AR's] consisting of radiators arranged on an aplanar geo—
metric or conducting surface,

The "radio value" image, as follows from [1], is generated in the form of a
continuous fan of directional patterns (DN's) of the antenna F(K, K'),
modulated by the angular spectrum of received radio waves:

E(k) = [[EROF K K2, o
41

when the aperture response of the antenna is acted upon by the following
operator: o -
L{.}= {\.../ , K')d?R,
CLgy jzj opt (R, K') d?R (2)
. > >
where Jopt (R, K') is the optimal (for example, in terms of the side lobe
suppression, directional gain, etc.) amplitude-phase distribution (AFR) of
the excitation of the aperture for the case of pencil-beam reception from

) S .
the direction K' (K' is a wave vector); I is the aperture surface; X is the
current point of the aperture.
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In the case of an antenr= array of N radiators, positioned at the points
n, the directional pattern in (1) has the form:

- - - N . - - - . - -
FAP (Kv K’) = 2 F3 (Kv Rn) exp — iKRnJoDl (Rm KI)- (3)

->
where Fa(K, ﬁn)exp —ifin is the directional pattern of the n-th element,
referenced to the origin of the coordinates.

On analogy with [l], by using (1) and (3) instead of (2), we obtain:

A .N . bud >
Lae{-- =3 ... Jopt (Rn, K). (4)

n=al

We will note that similarly to algorithm (2), operator (4) has the equivalent
alternative:

13 N . - -
zhp{. L= E‘ .. .Joyg. (Rm K') (5)

(where the symbol * signifies the complex conjugate), which in contrast to
(4), generates a focused image of the type (1) in the form of a first order
diffraction negative [1].

It is expedient tn express operaépr (4) in terms of operator (2) by making

use of the Dirac function §(R, Rp):

- A N - -
Lap{.. .} = L{...ZB(R,R,,)}. (6)

nes]

As we see, the requisite coherent optical processing using algorithm (4)
reduces to processing with algorithm (2), carried out by means of the cor-
responding KOP [coherent optical processor] for a continuous aperture [1],
if in this case the input signal cf the KOP is "weighted" with the "Dirac
comb" 5é5(§ k ) . It is obvious that an N-channel spatial-time light

’ n’e

n=)
modulator (PVMS) can serve as the latter, where the modulator channels are
arranged in accordance with the law governing the addressing of the original
KOP.,

It is appropriate to note that algorithm (6) encompasses all the special
cases of antenna array radiator arrangement (equally spaced and nonequally
spaced) in the surface of the aperture, something which indicates the in-
variance of algorithm (2), and this means also, that of the corresponding
KOP with respect to the location of the radiators. It likewise follows from
(6) thac the properties of a ROAR [unknown type of antenna array], which
were studied in a continuous aperture approximation [1], are also extended
to a discrete aperture., However, along with the cited continuity, certain
specific features are also observed:

2
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a) In the case of processing using algoritbm (6), auxiliary algorithm (2)

and the KOP corresponding to it are not uniquely alike since one can take

as the filtering property of the 6-function in place of operator (2) in (6)

any other one:

Lty = ([ do R KV ERELL .,

in which EII * }
j;Pl (R, K) = jopv (R, K) npun

- P
‘.];DI( vK)_vl—'jonn (R,K) NpH é?ﬁ

9’

R.|.
R, )]
the circumstance cited here points to the fact that algorithm (2) is re-
dundant with respect to operator (4), and this permits optimizing algorithm
L' {...}, and consequently, also the KOP within the limits of that freedom

in the selection of the amplitude-phase distribution which is permitted by
expressions (7);

b) The "Dirac comb" model in the form of an N—channel PVMS is an approximate
one. since each of its channels has a distributed structure and is not
described by the 8-function, but rather by finite width pupil function

Js(i, §n) (for the sake of convenience, this function is tied to the coordi-
nate system of the antenna array) and therefore, instead of (6) we have:

~ N N .
Lt d=L{D . bR, R,.)] = T RRYELarte . ®

n=1 Aaz]

vhere :’°Pt (kr.v 1.‘(') =i {Jﬁ (ks kn)} 5& jopl (;enl I.<') = 2{6 (k' kn)v

As we see, the approximation of the "comb" with the pupil function results
in a distortion of the specified amplitude-phase distribution, and conse-
quently, in the requisite algorithm for coherent optical processing, and

- for this reason, it is necessary in a number of cases to accordingly compen-
sate for the pupil effect;

c) Inherent in the PVMS, as a system of N channels close together and con-
trolled by an electrical field is the effect of mutual influence between the

channels,

Only the first of the effects mentioned here is studied in the following
using the example of a cylindrical ROAR,

A KOP was synthesized in [1, Figure 1] which reproduces algorithm (2) for
a continuous cylindricel aperture of radius RQ:
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9

(10)

%, §¢ are operators for two-dimensional and one-dimensional Fourier trans-
forms respectively; K = 2w/A, A is the radio wavelength; J(Z) and J4(¢) are -

the partial amplitude-phase distributions; Q7 and Q4 are the spatial fre-

quencies.

In accordance with (7), operator (9) permits a reduction,
strate the reduction using the example of simplification of transparency

We shall demon-

(10), the structure of which is substantially determined by the form of the
amplitude-phase response:

4
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To(9, %) = Jo (@ exp (— iR, VK — Q% cos 9) an

and consequently, is more susceptible to reduction. For a cylindrical
antenna array with radiators at the nodes of a rectangular grid (Figure 1,
[11), in place of (11), we form a new amplitude-phase response (Figure ia):

To@ Q) =3 Jolndo, Q) sinc (p/do —n), a2)

[ r—y

where sinc(n) is the readout function [2]; d¢ = 21/N is the azimuthal
spacing of the grid (N is the number of elements in a ring). Since (12)
satisfies (7), then instead of transparency (10), one can use a new trans-
parency (Figure 2b):

T @0, %) = Folid (0,2} = 3 Jo (ndoy @) By (sinc (¢/do — ) =

= rect (Q¢/N) % E J (ndy, Rz) exp (Rendy) =

n=—o0

A=—00

= rect (Q/N) i T (Qo + nN, 22),
) (13)

where Poisson's summing formula is employed [2]., As we see, in contrast to
(10), transparency (13) is finite and entirely located within the rectangular
window (Figure 1b): ..

_ N N

; — TSy, —K<ULK,

where for the sake of clarity, the reduction of only the real part of the
transparency transmittance is shown, which is also shown in Figure 5 in [1].

We shall continue the reduction of the transparency, forming a new amplitude-
phase distribution of the following form (see Figure la) instead of (12):

K@) = o+ 2mm,0, )

which likewise satisfies condition (7). For this reason, one can employ a
transparency of the following form instead of (13):

" (Q,,2) = F., (3} (9, )} = comb (2 T (2, 2,), (15)

where comb (2) = E 8(Q,—) 1s an equally spaced "Dirac comb".

5
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Thus, transparency (13) does not necessarily have to be reproduced entirely,
and it is sufficient to limit it to samples along the lines Q¢ = 0,

4+l +2, ... +0.5N (N + 1 lines in all). Transparency (15) is weighted with
the "Dirac comb" and is physically rot feasible. For this reason, we shall
approximate it with the following transparency (Figure 1b):

. iy 7 l
Fu @ Q)= 2 Ty(@,—mT (n.Q,), (16)
- A==
where I, Q=0
T,@) = 0, |Q,1>05.

Transparency (16) is physically feasible, however, in this case condition
(7) is violated. In fact, according to (10), the following amplitude-phase
distribution (Figure la) corresponds to transparency (16):

W (9.0) = Fa' 1 0, 29) = K@ (0. %), a7
B where () = i;;l {T, @)

If JT(¢) = 1 when -n/2 < ¢ < w/2, then amplitude-phase distributign 17)

. satisfies (7). In particular, when Tg(Q4) = rect (Q4), we have JT(e) =

- sinc(¢/2m) = 1 - ¢2/24 > 0.9 throughout the entire range |¢| _<__1r/$. How-
ever, if the nonuniformity of the function J ($) is unsatisfactory, for
example, based on the resulting reduction in the directional gain, then one
can narrow the envelope Tg (9¢) (however, this is unfavorable in a power

- engineering sense), or one can introduce in place of (17) the following
corrected amplitude-phase distribution (Figure la):

o A . 3
B (0.0 = " @205 @ = B @2 (1 + 5 )

to which the following transparency corresponds according to (10):

STV (R, ) = 2 rect (2, —n) [7"‘“ (n, Q) —

n =—eo

1.2

A 18
24 ag% T (Q'D’ Q’) ,Qq,=n} ‘ (18)

Transparencies of the type of (16) and (18) are structurally extremely
simple and take the form of N + 1 parallel bands with a width of 1 and a
length of 2 K, which are uniformly transparent along £y (Figure 1b). We
will note that a transparency of such a structure is suitable only for an
antenna array with a specified geometry for the placement of the radiators.

The proposed reduction of transparency (10), achieved as a result of an
arbitrary selection of the amplitude—phase distribution within the framework

6
FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000200040025-8



APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000200040025-8

POR OFFICIAL USE ONLY

of expression (7) can be supplemented by a reduction of the redundancy of
the analytical transmission function T as the Fourier transform of a finite
amplitude-phase distribution [2]. For example, we shall reproduce the real
part of function (10), Ret = (1/2) (f + T), which according to (10) and (11),
corresponds to an amplitude-phase distribution of the form:

F3' Re) = 5 [3, (0, 20+ J, . 20}

The amplitude-phase distributions obtained using (4) and (5) realize the
following processing algorithm:

Lt} =5 1. )+——-L{...},
which, in contrast to (9), generates the superp051tion of four images
conJugate in Ealrs (a pair of focused ones F*1, F-1, and a pair of defocused
ones, F'1 1) for the case of a two-band PVMS (Figure 2a) [3].
We shall estimate the level of defocusing of one of the Ftl images as com-
pared to the focused one F*! In accordance with the principle of an equi-
valent plane aperture, the following estimate is justified for the relative
reduction in the directional gain: )

x 2

2
Do /D. o XD, i 0,125A
731/Do Sexp (i2KR, sin 6 cos @) cos @ do g“—l SAOTR; "

1]

Where the steady-state phase method of [2] is used, taking into account the
fact that KRp >> 2n. The latter function is shown in Figure 2b (a logarithmic
scale is used along the horizontal axis). We will note that the estimate

- obtained actually characterizes the defocusing of the first order diffraction
negative with operator (4) or the first order positive with operator (5).

28185 30 "

- Light from
the coher-

- ent opticafbﬂnu
processor.

Figure 2,
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The reduction of the complex transparency (102 -7 (Figure 1b) carried out
here is justified for the real transparency ReT. By using an analytical
expression for transparency (10), derived in [1] for the case of J¢(¢) =

= reet(¢/m), we shall find the real part of (16):

. 1 in e Of
Re [T“l (Qn Q‘) —ﬂ— exp— _2" Qﬂ’] = J—enllemo\ Kz —QZRO): (19)

where it is taken into account that when Q4 = entierQy = n, the Anger func-
tion (18) [1] degenerates into a Bessel function J_p(...). One section of
the resulting function J,d/?ﬁf:fﬁﬁn) where KRy = 10 is shown in Figure 1b.
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Certain Aspects of Television, Photography and Motion Pictures

ELECTRONIC SYNTHESIS OF TV PICTURES

Moscow ELEKTRONYY SINTEZ TELEVIZIONNYCH IZOBRAZHEMIY in Russian 1979 pp 3,
256

[Annotation and table of contents from book by Il'ya Naumovich Guglin,
Izdatel'stvo Sovetskoye Radio, 256 pages]

[Text] This book considers the physical bases of forming TV pictures without
a camera. Devices designed on the basis of analog, digital and combined
methods are described. The principles of forming primary signals as well

as static and dynamic complex pictures are considered in detail, Consider—
able attention is devoted to questions of forming test signals, synchroni-
zing signals, visual TV indications, visual imitation arrangements and
devices for multipoint monitoring. Examples of the use of electronic
synthesis in automatic TV computer devices are cited.

The book is intended for a wide circle of speciallsts interested in ques-
tions of electronic synthesis in TV, automatic TV computer devices, systems
of visual presentation of data, remote, computexr techniques, etc. It may
be useful also to students and instructors of coxresponding vuz.

14 tables, 130 pictures, 229 bibliography titles.
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1.4 Time diagram method 22
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UDC 621,31,5°2.029.5
WAVEGUIDE TRANSMISSION LINES

Moscow VOLNOVODNYYE LINII PEREDACHI (Waveguide Transmission Lines) in
Russian 1979 signed to press 22 Feb 79 pp 2, 23-231

[Annotation and table of contents from book by Ivan Yefimovich and
Galina Arsen'yevna Shermina, Izdatel'’stvo Svyaz', 3,600 copies 232 pages]

[Text] This book examines modern types of waveguide systems: waveguides of
rectangular, round cross-section,channel-bar waveguide and H sections,
elliptical and dielectric waveguides, surface wave transmission lines and
lightguides. The authors present design and electrical characteristics of
various types of transmission lines and methods of calculating them.

This book is intended for communications engineers and techniciams in the
cable and radio electronics industry.

Contents Page
) Preface 3
Introduction 4
1. Some Data From Electromagnetic Field Theory 10
1.1. Maxwell's Equations 10
- 1.2. Umov-Poynting Theorem 14
1.3. Electromagnetic Field in a Dielectric 16
1.4, Electromagnetic Field in a Conducting Medium 19
1.5. Electromagnetic Waves in Transmission Lines 23
1.6. Phase and Energy~Flow Velocities of Electromagnetic Waves 29
Bibliography 33
2. Rectangular, Round Cross-Section, Channel-Bar Waveguides and H-
Type Section 34
2.1. Types of Waves in a Rectangular Waveguide 34
2.2, Calculation cf Critical Frequencies in a Rectangular Wave-
guide 42
12

FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000200040025-8



APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000200040025-8

FOR OFFICIAL USE ONLY

2.3, Attenuation in Rectangular Waveguides

2.4, Types of Waves in a Round Cross-Section Waveguide

2.5, Critical Frequencies in Round Cross-Section Waveguides.
Principal Type of Wave

B 2,6, Attenuation in Round Cross-Section Waveguides

2.7. Hpjp Wave in a Round Cross—Section Waveguide

2.8. Employment of Round Cross-Section Waveguides to Transmit
Signals Long Distances

2.9. Calculating Powers Transmitted by Waveguides

2,10. Channel-Bar and H-Section Waveguides

2,11, Materials, Design and Manufacture of Waveguides

Bibliography

3. Elliptical Waveguides

3.1. General

3.2, Types of Waves in an Elliptical-Section Waveguide

3.3, Critical Frequencies in Elliptical Waveguides. Principal
Type of Wave ‘

3.4. Attenuation in Elliptical Waveguides

3.5. Estimate of Allowable Power Transmitted by Elliptical
Waveguides

3.6. Soviet Corrugated Elliptical Waveguides (EVG)

Bibliography

4, Microstrip Transmission Lines

- 4,1, Features of Employment and Manufacture

4,2, Classification of Microstrip Lines

4.3, Principal Types of Waves in Microstrip Lines

4.4, Wave impedence of a Microstrip Line

4,5, Transmitted Power and Losses in a Microstrip Line

4,6, Influence of Technological Factors on the Principal
Characteristics of a Microstrip Line

4,7. Electromagnetic Couplings in Microstrip Lines of shf
Devices

4.8, TFeatures of Designing Devices on Microstrip Lines

Bibliography

5. Surface Wave Transmission Lines

5.1. General Representation of a Surface Wave and Field
Structure

5.2. Coefficients of Propagation and Attenuation in a Surface
Wave Line '

5.3. A Surface Wave Line in the Form of a Metal Conductor With
Dielectric Coating

5.4. Results of Attenuation Measurements in a Line With a
Dielectric Coating

5.5. Influence of Weather Conditions on Parameters of Surface
Wave Lines

Bibliography

13
FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000200040025-8

48
53

56
58
61
63
76
84
85
86

86
87

90
106
110
116
117
117
122
124
130
136
140
143
150
155

155

155
159
164
172

174
176



APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000200040025-8

FOR OFFICIAL USE ONLY

6. Dielectric Waveguides

.1

.2,
.3.
.

5.
.6,

fo23ke lke \ NN e W e W)

General

Types of Waves in a Dielectric Waveguide
Critical Waves in a Dielectric Waveguide
Phase Velocity in a Dielectric Waveguide
Attcnuation in a Dielectric Waveguide
Dielectric Waveguide With a Mirror Image

Bibliography

7. Lightguide (Optical) Transmission Lines

NN N N NN NN
.« o
o~V S WNHE
.

X

~N N~
.
O

7.12,

General

Areas of Application of Lightguides

Basic Types of Fiber Lightguides

Propagation of Energy Through a Lightguide

Optical Cables

Energy Losses in Optical Cables

Lightguide Manufacturing Technology

Mechanical Characteristics of Lightguides and Optical
Cables

Measurements of Lightguide Parameters

Methods of Connecting Lightguides

Fiber-Optic Communication Lines and Optical Cable Trans-
mission Systems

Optical Signal Generators

Bibliography

Subject Index
[264-3024]

COPYRIGHT: Izdatel'stvo "Svyaz'," 1979

3024

€s0: 1860

14
FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000200040025-8

177

177
178
182
185
186
160
161

193

193
194
196
199
206
209
212

214
215
216

219
223
225

227



APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000200040025-8

FOR OFFICIAL USE ONLY

UDC 621.374.32:519.218

AVERAGE RECURRENCE FREQUENCY OF NOISE OVERSHOOTING IN A DIGITAL REVERSIBLE
MEMORY

Moscow RADIOTEKHNIKA in Russian Vol 34, No 7 pp 53-54
[Article by N. A. Bolshakov, submitted & Sep 1978]

[Text] The digital reversible memory (TsRN) containing a reversible counter

in which binary signals 1 and 0 are summed in the form of digital signals

s 2 1 and v = -1, respectively, as was shown by experimental studies [1],

- is effective in detecting and measuring signal parameters. Unlike the mov-
ing-window binary memory, the TsRN is simpler in realization, because it does
not contain a shift register for storing the readout in the window. The fre-
quency of false solutions in it is determined by the recurrence frequency of
noise overshooting [2]

Fomp T2 1)
- where Fg ~- sampling frequency; R -- average length of overshooting; W(n
>>1) -- probability of exceeding the threshold L by the accumulated sum n,

In order to define i, it is mecessary to obtain the distribution of the
lengths of overshooting. The figure gives examples of transition trees il-
lustrating the behavior of the sum above the threshold L if the accumulated
signals are uncorrelated. The transitions of the sum upward to s occur with
probability p or downward to 1 with probability q=l-p, where p is the pro-
bability of the appearance of the signal s. In summing a number s > 1, the
overshooting can begin with the state L+ |, where [ =0, 1, 2, ceey8=1, The
probability of the formation of overshooting with a length of k steps from
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the first entry of the sum into above-threshold states to the first entery
into the below-threshold state is determined by summing the probabilities of
all moves over the transition tree leading to the termination of the over-
shooting at the k-th step. The summing of the probabilities leads to the
formation of infinite series given in the table.

Searching for the rule of the formation of the terms of the series obtained
on the basis of transition trees showed that the terms of the series can be
computed with the aid of the following normalized expression
. . k_l_;l k—{—1 ’ sh+l+1 (2)

Wi, )= e G p T g T

where b=+, Q+D+0rs, T+D+20+ 9,

L tm+s),.

s !
\ l ; 3 4 5 6 7 [} Y 10...

1 0 q 0 | rg 0 |2pq*| O |5p%¢*| O 14prq® 0...

(=}
Q
(=]
(=4

g | 0 | 0 [3p%*) O 0 12p'¢

1 0 q 0 0 |2pq*| O 0 |[5p'¢* 0 0...

|
|
|
|

By using the induction method it is possible to show that expression (2) is
applicable for s > 0. When s = 0, the distribution (2) changes to the Pascal
law, The distribution W(k) is obtained from (2) by averaging over a random
value L . As a result of weight addition of nonoverlapping lattices W(k,{ ),
the W(k) distribution also is a lattice in which nonzero terms are obtained
when k = (l4s)(1+m), where m=0, 1, ..., o . The average length of over-
shotting is equal to

k=00 I=5—=} {=5—1 . (3)
K= 2 tWwiy= 2 F(z)wa)/ > ww,
k=141 =0 =0
where
; b= . .
Ey = D w0 @)
k=141 .

Direct computation by (4) shows that E(t y=(1+ L) /[1-p(s+1) ] =1+ 4) / (q-ps),
s 20. The value of K is determined by the numerical method.

In order to determine the probabilities W(n3» L) and W( (), it is necessary to

find the distribution W(n) of the sum in the TsRN. The W(n) distribution can
be calculated through solving the matrix equation [3]
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I () (B—1) = O, (5)

where B is the matrix of the probabilities of transitions of the sum; I is
the unit matrix.

For the ergodic Markov chain, solution (5), which can be converted to an al-
gebraic system of difference equations with constant coefficients has the fol-

lowing form when s=l:
wor- () ()"

and for s >1, the solution can be expressed approximately through the expon-
ential rule. For the exponential rule of W(n), average lengths and the re-
currence frequency of noise overshooting are equal to:

K=1(g=psk FomFqW(a=1). (6

Expressions (6) are exact at s=l1 and are approximate at s 7> 1. The simu-
lation of TsRN on a digital computer by the Monte-Carlo method showed that
at s < 4 the accuracy of the determination of the value Fg by (6) is not
worse than one percent., It can be shown that the expression for Fy at s=1
remains exact even if the capacity of the reversible counter is limited,
which results in the limitation of the amplitude of overshooting, and that
at s >>1 its accuracy, as was shown by simulation, is retained regardless of
the capacity of the counter.
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UDC 621.391.2

EPXERIMENTAL STUDY OF SPACE-TWO-CHANNEL DETECTION RECEIVER-~INTERFERENCE
COMPENSATOR

Kiev IZVESTIYA VYSSHIKH UCHEBNYKY ZADEDENIY: RADIOELEKTRONIKA in Russian
No 7, 79 signed to press 10 May 78; after revision 10 Oct 79 pp 98-100

[Article by B. A. Lazutkin, A. B. Lazutkin, V. V. Mansurov, B. B. Pospelov |

[Text] 1In [1]was obtained the structural arrangement of an optimal
receiver with respect to the criterion of the maximum ratio of probability,
and a two-channel version of such a receiver was studied analytically.

The possibility was shown as, a result of such a study, of the possibility
of full compensation of stationary interferences, created by an external
source, located at an arbitrary point of a remote zone., It was assumed

in the analytical study that averaging multipliers (correlators), multi-
pliers, band filters, summing and subtracting devices are ideal and,

further more, phenomena of limiting interferences and useful signals in
various receiver components were not taken into account. The characteristics
of actual devices differ from the ideal ones, therefore, to check the degree
of compensation of interferences in a space~two-channel receiver [1]
an experimental device was assembled, with a structural arrangement as
shown in Fig. 1, where G4-1A¢,G4-1A, are standard signal oscillators used

to initiate the high frequency voltages of interferences and the useful
signal at the outputs of a two-channel antenna with phase channel centers
spaced by value d; G2-37 -- noise oscillator to produce amplitude modulation
of the output voltage of oscillator G4-1A, by noise; My, Mp == pulse
modulators of interference and useful signal voltages respectively; @

-- regulated phase rotator used to provide a phase difference

b4

\p—_-i-:dsine
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between high frequency interference oscillations in the first and second
= channels of the receiver ( @ -~ angular displacement of the interference
source with respect to the reference direction of the two-channel antenna);
61-54 -- monitoring oscillograph; EP -~ emitter repeater to provide
matching of modulator Mj, M, outputs to inputs of the two-channel receiver;
PRM -- space-two-channel receiver (without antennas) in which, instead of
single-dimensional filters matched to the spectrum of the useful signal,
single-dimensional filters matched to the width of useful signal are used.

Fig. 1
1. G4-1A 3. G2-37
2. EP 4, PRM-VUK

The PRM operation is shown in Fig. 2 [1]

19
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The PRM was assembled with ordinary parts used in household equipment.

For example, phase detectors are used as averaging multipliers and broad-
casting receiver filters are used as band filters, retuned for the working
frequency of the installation £, = 500kHz. The following signals were
sent to the inputs of the two-channel PRM (Fig. 1) during the experiment:

1) wuseful signals in the form of a sequence of simple radio pulses with a
frequency of high frequency oscillations equal to f0=500kHz, pulse
length %, considerably smaller and the period of following Ty
considerably greater than the time constants T, of the averaging
amplifiers 1] (1. <<1;_<<T" )

2) interferences -- long pulses of narrow band quasiharmonic fluctuations
(Tq 7T, ) with an average frequency equal to fy;

3) a mixture of a sequence of radio pulses of the useful signals (1%«3(T2<?J;)
and pulses of narrow band quasi-harmonic fluctuations ( Ty S>> T, )
overlapping in time. The frequency of high frequency oscillations
f, of the radio pulses was equal to the average frequency of the

_ narrow band fluctuations.

In the process of the experiment, phases of the high frequency oscillations
of the useful signals at both inputs of the two-channel PRM were equal at
each moment of time, which conformed to the coincidence of the direction
of the useful signal source with the maximum of the total radiation patterm
of the two-channel antenna. The oscillation phase of the narrow band of
the quasi-harmonic fluctuations at one of the PRM inputs was changed in
the process of the experiment by means of a phase rotator ¢ (Fig. 1),
which corresponded to the shifting of the interference source with respect
to a direction corresponding to the maximum of the total radiation pattern
Vg of the two-channel antemna.

Experimental investigations have indicated that in the installation per
Fig. 1, when there is a useful signal, it is comparatively easy to compen-
sate narrow band quasi-harmonic fluctuations,created by the source located

at an arbitrary angle,of 15 to 30db. Compensation by 25 to 30db was
achieved for a width of the interference fluctuations spectrum

A = (0,15-+0,10) AFs,

when A}% is the width of the useful signal spectrum at the half power
level, When the interference spectrum widens to

Af=03Af.

the compensation efficiency fell to 12-13db.
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Fig. 2 shows oscillograms of the input (Fig. 2a) and output (Fig. 2b)

- PRM voltages in the case where the duration of interference pulses T,

is consideraﬁly greater than time constant T2 of the averaging-multiplier
(Fig. 2 [1] ).

It follows from Fig. 2 that interference compensation is provided in the
settled mode. The time of process settling in the PRM is proportional

to time constant T,. Beats are formed when there is a time overlap between
interferences and iiseful signals at the PRM output.

The moment of the appearance of these beats coincides with the moment of
arrival of the useful signal, while the duration is almost equal to the
duration of the useful signal. The power of the useful signal and inter-
ference beats at the PRM output is greater than the power of the useful
signal alone.

Fig. 2c and 2d represent oscillograms of the input (Fig. 2¢) and output
(Fig. 2d) PRM voltages for the case when the useful signal pulses are
overlapped by continuous stationary narrow band fluctuations. The
oscillograms of Fig. 2c and 2d correspond to the case when the useful
signal to noise ratio q at the PRM (Fig. 1) input is equal to approximately
0.2db, while the useful signal to internal noise ratio Qo of the PRM

is approximately 40db,

. The nature of the useful signal and the interference beats at the PRM
output depends on the ratios of 9, q, and the width of the fluctuation
spectrum. Thus, for example, for q v 40db andaf 0.3A%,
beats occur if the useful signal to noise ratio of the external source
at the PRM inputs is within

-9db < ¢ < 12db

for q < -10 db and Qozy 40 db, it is
practically impossible to detect the PRM output voltage and, thus, the
installation in Fig. 1 compensates, in this case, for the useful signal
together with the interferences.

For q > 15 db and o < W db, the
beats of useful signals and the interferences practically do not differ
from the output voltage of the interferences when there is no useful signal,

The results of the experimental investigation of the installation in Fig. 1
confirms in principle the possibility of compensating stationary narrow
band fluctuations created by one source, positioned at an arbitrary angle

© to the reference direction (to the optical axis of the two-chanmel
antenna).
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‘The distinguishing feature of the system, corresponding to Fig. 1, is the
possibility of compensating stationary narrow band interferences, the
source of which is combined with the source of the useful signal. In
this case, unlike well-known compensating arrangements, there is a
possibility in principle of determining not only the bearing of the
interference source, but also the distance to this source.

BIBLIOGRAPHY
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Detecting Systems.' RADIOTEKHNIKA I ELEKTRONIKA, 1972, No 10,
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UDC 621.391,2

OPTIMUM RECEPTION OF COMPLEX SIGNALS WITH UNDETERMINED MODULATION CHARACTER-
ISTICS

Moscow RADIOTEKHNIKA I ELEKTRONIKA in Russian No 7 1979 pp 1360-1366

[Article by V. A, Cherdyntsev: "On Optimum Reception of Complex Signals
with Undetermined Modulation Characteristics")

[Text] The problem of reception of signals whuse modula-
tion characteristics are unknown at the receiving end is con-—
sidered. On the basis of equations for simultaneous non-
linear filtering of discrete and continuous Markov pro-
cesses is constructed a structural diagram of a receiver for
a complex signal with an unknown phase modulation charac-
teristic amplitude~modulated with binary information digits.,

Introduction

In known studies on the reception of complex signals, the signal modula~-
tion characteristics are presumed to be known, Thus, for instance, in
studies (1, 2) a pseudorandom sequence (PSP} is considered by which phase
or frequency modulation of the carrier is accomplished. In this case, the
optimum receiver is a unit which accomplishes tracking over the continuous
parameters of the signal (phase, frequency, delay). When there is ad-
ditional modulation of the signal with information digits, the latter may
be extracted by a comparator whose reference signal is formed by a

- generator incorporated in a tracking circuit for the continuous parameters
(3-5).

In a number of radio systems the receiver is operated under conditions
where the structure of the received complex signal is partially or com-
pletely unknown. Specifically, with complex phase-modulated (FM) signals
the signal modulating the PSP may be unknown. The problem of optimum re-
ception of such signals has not been investigated before, although several
circuits have been described which were obtained using aheuristic approach
6, 7).

23

FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000200040025-8



APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000200040025-8

FOR OFFICIAL USE ONLY

in this study an unknown PSP modulating a complex signal is considered with
a Markov circuit and information digits which modulate the signal further
by a discrete Markov process, Under these conditions based on equations
for simultaneous filtering of discrete and continuous Markov processes, a
structural synthesis for an optimum receiver is produced.

1. Statement of the Problem.

A mixture r(t) of signal and noise is observed at the receiver input:
r(t)=s(t, A Z, X)+n(t).

Here n(t) is white noise with zero average value and a correlation function
<n(t])n(t2)7? = 1/2NO% (tg - t1); the signal s(t) depends on the vector of
the continuous parameters = N ,ﬁ)\(t),)\z(t),...,\n(t) %, the components of
which are described by stochastic differential equations

dha(t)

D —a (04, Bt

where np (t) is whitenoise with the characteristics <npg (t) > =03

<np (t1)na (£2)) = %Nga, ) (tg -t1); ag {,t) is the known function.

The discrete parameter Z represencs a single-type symmetrical Markov chain
with m possible states‘g 155 25000y T me Conversions from one state to
another take place over a minimum interval T » which corresponds to the
durations of the components modulating the PSP. A Markov process X with
possible states Xj,X,sessX{ characterizes the sequence of information digits
in accordance with which the parameters of the complex signal are varied.
Probabilities Pj of the states of the Markov process X are given by the
Chapman-Kolmogorov equation

dP; —

(1) ‘_d;’"Z"luPn i=1’ly

.- =t .

where ny ; are the local probabilities of conversion of the X process from
the state x, to the state x4y (4). The X process under actual conditions
proves to be "slower" than the Z of the PSP, i. e. in the limits of one
information digit is contained MD) 1 of the PSP components. The continuous
processes )3 (), P = 1,n have a correlation time of T g» which satisfies
the inequality

(2) Tﬂ»ru-

Hereinafter a statistical independence is assumed for the processes ALz
and X.

The receiving unit should accomplish the extraction of information digits
x. with concurrent filtering of the vector of continuous parameters A
TP\e Markov properties of parameter Z impart specific qualities to the re-
ception problem which will be noted in the further presentation.
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2. Simultaneous Filtering Equations

As Is known from (4), an optimum receiver forms an a posteriori density of
distributfon of the signal parameters.  The equation wllllr:h deserlbes the
combined distributtion denglty w(‘,\KH, K "Y-K'H r}s+ ) for the moment

tg+1 Allowlng for the observation at Intervadl (0, tk41)s T +1 can be written
as follows:

e
S F (Aety Lo

Rt

- 1 [
(3) W(7"IA+|.ZA+A. h+||"o )=W-”_ll_{)-expl ;

Xk+!) dt ] L‘ 2 5 W (ds. Ze. X.l rnk) p (}'l+l- Tty X*H““' Zy, X.) dha,

2y Xx 'x -

where {
F(M“, Zl+h Xk+|)= - —NT ["(t) —S(t. lun Zkuv XA«H) ]I-
0 .

The probability of conversion p(X\ IA K) satisfies the equation (4)

K+1

(4) POt |20 =8(Pag i =24) FTuLB My —ha) F1 .

.9

where L is the Fokker-Planck-Kolmogorov operator and the probability of
conversion p(zK+1 l ZK) is the equation

® N @I 2l Z) =p Zasr).

Z.

Taking into account (4), (5) and also the independence of parameters A, Z, X
and focusing attention on condition (1) after integration of equation (3)
by>\K, we write the equation for combined distribution density
(1)1
(6) W (asr. Zuyr=t;, X‘:Ij'roh“)'—_‘Kh-l-l exP[ j F Mty Zygs=

Rty

=ti. X=2)dt |{ W 0ass Zusi=ts X=alr) +
- +1’,.LW(M+:, Zh+|=§;, X=Ijlroh).+

i
+ j (s =t X= L]
where K = l/w(rK+1 r l(l Z;n"”](h-hzhu taX xrlro)},
K+1 K 0 o
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Let us introduce for consideration the functional #3)

(M+1)Tx

Vom{on| | Flhwan Tans=t K=t ] ~1};

Te kg

Then taking into account the expansion Ky , = = 1["1"\ + an 2..., valid

in executing the inequality (2), on the basis of (6) it is possible to write
the equation in finite differences, disregarding here the terms on the order
of Tw? and higher, Further, having in view condition (2) we will convert
from the equation in finite differences to the following differential ]
equation for combined a posteriori demsity W(», Z ="g 10 X = xj,t) = Wﬁ("% t):

H
@ D 0+ T Wl 0+Y" 1),

Tomi
Here the coefficient 0 is determined from the condition of normalization

o = iz [vawy 0, t)an. |

foug juul

By adding up the left and right sides of the equation (7) with all possible
values of i, j it is not difficult to obtain the equation for unconditional
a posteriori demsity of distribution W(X,t), of the continuous parameters:

(8) ig?l: LW(},, t)+[<V)ZX—'YD]IV(?"I t)'
- where
PR (h1)x
(9) <V>zx=-;:{‘2"2pqexp[ hj- Fudt]"'i}|
. -y fomt vr
pij = p(Z = ‘gi' X = xj) is the a posteriori probability of states Z =§ i

X = X and the notation F . = F(h, 2 =; i X t) is introduced.

=X
3 Js
Strictly speaking, the probabilities pjs; have a conditional nature, but for
problems of structural synthesis it is possible to restrict the case of
independence of pjj from parameters X(5).

Considering the a posteriori density W(A,t) which is valid for the condi-
tion of applicability of Gaussian approximation, it is possible to convert
from equation (8) to equations for the estimated values >‘P * of the com-
ponents of vector A and of the cumulants hg g ¢

26
FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000200040025-8



APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000200040025-8

FOR OFFICIAL USE ONLY

dhs' vy
(10) —’-a,(w t)+2hp¢ T z,‘ ,

amt

dhas ¥ [ 9aa(A',2) day (A", t) ]
hay _ 2‘ ha + hay |+
b at [ 7TV

Vi

ap 0 <V)z: A
+2h"' ETRETW -

* *
Here < V3, is calculated by formula (9) with Fig = Fij for A = A %,

To complete the system of equations (10) and (11), equations for a pos-
teriori probabilities pjj inserted in 4V ,, must be added to it. Let
us con31der first the a posteriori conditional probabilities pj(i) =p(2 =

l i I =X They can be expressed through nonnormalized probabilities P
(i) as fo lows: J

Bs(®)

¥ 5

Gt

42 =

where

(A1)t

p=exp| [ Fidt

Aty

To determine the right and left sides of the equation (7) for the a pos-
teriori probabilities P(j) = p(X = X4 ) we add the possible values of i =
1, m and, keeping in mind the a posterior1 independence of parameters Aand
X and taking into account the Gaussian distribution W()\ ,t) we obtain

R ) L Rt -y et

qmai
qumt

where

(R+1)eg

(14) <V,)z‘=-;;[2p,(i)exp( f F(,'dt)—-i].

iemi Aty

The solution of the value of parameter X is produced by the maximum a
posteriori probability P(j).
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In designing a structural diagram equation (11) may be excluded, inserting
into (10) the values hep obtained for the stationary mode. llere dhag /dt =0
and equation (11) converts to the algebraic form from which, using a time
averaging operation, hap is determined. Thus, the structural diagram of

the receiver is described with the set of equations (10), (12) and (13).

Reception of Binary Signals

Let us specify the obtained equations for the case of signal reception where
the Z parameter receives two valuesg 1 and § 2, which corresponds, for
instance, to modulation of the carrier phase with a pseudorandom sequence.
Let the information parameter X also take on two values xj and x with
which the signals are differentiated in amplitude, delay, form of components
and so on, Specifically, with X = x the signal may be absent which is
characteristic of information transmission with a passive pause. We will
consider the signal dependent on a continuous parameter A 1(t) which de-

- termines the random delay (phase) and represents one of the components of
vector A . To be definite, we will use @ 1(X,t) = 0, i.e. AN1(t) is
considered a Wiener process (4).

With the indicated assumptions it is adviseable ti onsert varieties of a
posteriori probabilities in the consideration:

3

2a=p(2=t,| X=2) —p(Z=te| X=7)), =1, %

15
) zx=p (X=zl) —p (X=zz)-

Allowing for (15) the expression <&V> zx * is rewritten as follows:

(A+1)tn

(1) (V);x'=—_§-{~;—(1+zx)[—21—-(1+z;,)exp( f F,,'dt)+

" Rty

(A+1)vy

e %(1—zz.)exp ( j F“'dt) —1] +
1 1 T e
+—2-(1'—Zx) [7(1+Zzz)exP( 5 Fﬂ.dt)-‘-

Ay
(k+)vg

+%—(1—Zzz)exp( j Fzz‘dt)—i]}.

ktg

Here in accordance with (12) and (15) the difference Zz‘ is determined by
the formula J
(h1)Ta

(n z=th {—15 f

- RTx

(Fy—Filat}, =42
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According to (13) the difference Zx satisfies the following equation

dzx

(18) —

= %(1—2.\") [ <V1>z'—(Vz>;']_ ('!'In'l"f]u) + (le:""f]u) 2z,

where < Vi) * is determined from the ratio (14) withm = 2 and j - 1,2.
Solution of the value x* of the parameter X is done on the basis of the
rule

z*=sign zx.

’) -
Inserting the entry ©) ~ = h.. for the stationary value of deviation of
reproduction error of the parameter X\ g0 ve rewrite equation (10) in the
form

oy B T
(19) dt v oA .

The set of equations (17), (18) and (19) allowing for (16) describes the
structural diagram of a receiver for binary signals, the modulation char-
acteristic of which is unknown. It should be noted that the signals are
discernible with x; and xy if the condition of inequality with zero dif-
ferences £V ¥ - <Vy) % inserted into the right side of the equation
(18) is fulf%lled. This means that the known components (elements) of the
signal s(t) with % and X, should be different in form.

Let us consider, for instance, the reception of 2 complex FM signal for
which the characteristic Z of the phase modulation is unknown. Ve will _
calculate that the duration of the component of the unknown PSP equals l .
The discrete information is included in the amplitude modulation of the

FM signal by binary process X. We calculate the delay ¢ (t) of the signal
to be a Wiener process generated by white noise with the spectral density

N ¢ . The phase modulation of the carrier corresponds to the equality Fjj *
= -F2;* and the presence of a passibe pause if Fp* = 0, i = 1,2, We cal-
culate that in the band 4 £ = 1%:,, the signal-to-noise ratio is relatively
small and holds the approximate ratio

(A41)Tn (h+1)tg
Cep( [ Fea)=t+ [ Roa
ktg” hty

With the indicated conditions of the equation describing the structural
diagram of the receiver, the following forms are adopted:

v 96.2 (g (h+1)tg
t

: of(t, v
@) =gt ;[ rof e | r(t)%dtf
die 1 R :
) @ 7’-=m(1—z;)[ ;|' rOfv)at] -
—(ﬂ|z+7lzz)+(ﬂzz_'ﬂ|z)zx, )
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where f(t{f ) is the function which describes the known characteristic of
the signal component.

The structural diagram which corresponds to equations (20) and (21) is
given in the illustration. The estimation of T * is done in the tracking
circuit whose operation is described by equation (20). The discrimination
characteristic (DKh) of the tracking unit's discriminator is formed as the
result of multiplication of the outputs of the correlation (multiplier Pj)
and differential (multiplier PZ) channels,

n,
r(t) E!

Due to multiplication of the channels, the DKh is invariant to variation

of the states of the Z process (the FM signal phases). In accordance with
the estimated value of C * the control component (UE) produces tuning of
the generator G which generates voltage f(t, Z *). The chamnnel for extrac-
tion of the discrete parameter contains an optimum nonlinear filter (o.n.f.)
described by equation (21) and a cut-off unit (PU). The output of the
o.n.f. is used to control the coefficient of transmission of the tracking
circuit (see multiplier P3) which is varied depending on the presence or
absence of signals in the mixture r(t).

Using the known procedure (3,4) it is possible to estimate the values of

the deviation ©T2 and theprobabilities Pg of the spurious reproduction of

digits xj. The question of noise-immunity of the receiver for unknown

signals would be better covered in more detail in another place.

In conclusion let us note that the equations given in the article have a

rather general nature and may also be used in solving problems of recep-

tion of signals in a background of pulse noise of the Markov type.
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UDC 621.391.019.4

OPTIMAL RECEPTION OF DISCRETE SIGNALS AGAINST THE BACKGROUND OF RANDOM
PULSED NOISE

Moscow RADIOTEKHNIKA in Russian No 7, 1979 pp 46-50

_ [Article by V. A. Smirnov, V., N. Kharisov, and L. A. Yershov, submitted 24
May 1978]

- [Text] 1In [1-3], the method of Markov's theory of nomlinear filtration was
used to solve the problem of optimal processing of continuous signals con-
taining useful information which are observed against the background of addi-
tive pulsed interference and statiomery white noise. This is important in
developing various radio engineering systems operating in the conditions of
the influence of pulsed interference. Messages in such systems can be con-
tinuous and discrete. It is interesting to develop the results of [1-3] for
a case of the reception of discrete (digital) messages characteristic of sys=-
tems for transmission of digital information. An algorithm was obtained be-
low for combined filtration of discrete messages against the background of
pulsed interference and stationery white noise.

Let us assume that at the observation interval (0, t) we receive the reali-
zation of a randon process {5 (t) which is an additive mixture of a useful
signal  sy.0().%(h}, pulsed noise 2t n), u(y) » and normal white noise n(t)

with known statistical characteristics
: N
<n()>=0, <n{t)n(t)> =3 b, —1).

The pulsed noise X (t) depends on the discrete parameter (t) which is a
discrete Markov's process with m states and is described by the following
equation for state probabilities [4]:

.
Pl = 2 bie () pu) (1)

4 1=!

(for m=2, the process (t) is a sequence of video pulses with an exponen-
tial distribution of the lengths of pulses and intervals) and on the Markov
diffusion process u(t) which allows for the random nature of the change in

the continuous parameters of the interfering radio pulses (amplitude, phase,
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etc) and is described by the followiny equation for the a priori probability
density: . o _
W (#) = Lpr AW ()}, (2)

where Lprp is the Fokker-Planck operator.

The useful signal s(t) depends on the Markov diffusion process A (t) which
allows for randon changes in the continuous parameters of the signal (ampli~
tude, frequency, phase, etc) and is also described by an equation of the type
of (2) with operator Lor) and, moreover, on the discrete parameter 6(t).

The discrete process 8(t) is constant at time intervals (ty, ty+l) with lengths
T, and values equal to the state of the information parameter 6(k) at a
given interval. The values of 8(k), k=0, 1, ... at various time intervals
form a discrete Markov chain with "n'" states which is fully characterized by
the transition probability matrix [ = STi},/=T,n and the vector of pro-
babilities of initial states p(0)= {pi(O)} , 1 -1, n. The probabilities of
states of 8(k) are now defined by the formula [6]

PRy = (I7)* p(0), (3)
where [ T is the transposed matrix of [ .
In its nature, the 8(t) process will be substantially different from the
T (t) process in which the transition moments are stochastic. However, it
is possible to show that 8(t) is a special (limiting) case of discrete Mar-

kov processes in continuous time described by (1).

In fact, let us examine the Markov process in continuous time defined by the
following matrix equation: p(t) = A(t)p(t) with the initial conditions

Pt) = pi(t;) for (mTTH, )

If A(t) matrix is selected in the form of

Ay =4 X se—1y) (3)

=0

(where A is a constant matrix, A=ay, i j=T, n), then the solution of equa-
tion (4) will have the following form

. t
pt)=exp {S A() dr} P (6) = cxp (A2} p () = (7Y p(t,) (6)
0 8

at tE(ty, let), i.e., in the interval (0, t) there are k points of permit-
ted transition and the elements of matrix A are selected in such a way that

exp{A}=NT. €))
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As can be seen, expression (6) fully coincides with (3). Thus, the selection
of A(t) matrix in accordance with (5), (7) makes it possible to define the
process in continuous time whose probability states in interval (tk,tk+l)
coincide with the corresponding probabilities for the k-th step of the dis-
crete Markov chain, i.e., the process is statistically equivalent to process
8(t). This makes it possible to directly transfer the results obtained from
the general case of a mixed Markov process to the case of receiving signals
with a constant length of elementary sending., To achieve this, it is suffi-
cient to determine the mixed a posteriori probability density of the contin-
uous and discrete parameters of the signal and the interference W, 0, ot A )
On the basis of [1], in application to the case in question, let us write

n
W, 0,10 %, 8) = Lon (Wi, + Lo (Wit XauOW),  +
=t (8)
m
+ Db O+ Wi o (Fi,e— < Fi>),
=1

where

= = 1
Fro=FU.0 nn X, w) = G (20 =S¢, 0, D=2t e, W)

FLo =2 SS FLeWi,dkdi; Wy =W, 0, 1, K, ).
r i g

Considering the kind of aji(t) in (5), for £€(tx tp4y)
expression (8) in the form of

, let us write the

m

Wir= Lo Wik + Lora (Wi, e+ 200 Wi i+ Wi Fr e —<F 1> (9)
=t

In points t, all addends in the right part of (8) are negligibly small in
comparison with the term ZXa; :W;r which contains the § function and with
consideration for (7) in a certain small neighborhood of the transition point
(tk~ A, tit A), where A is the as-much-as-desired small positive value,
the equation (9) is equivalent to the following:

n

Wi, r (bt &)= 2 % W, (le—B). (10)
j=1

Equations (9) and (10) describe fully the changes in the mixed a posteriori
density of Wi, r in time.
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In order to find the algorithms of the filtration of the parameters of the
signal and the interference, let us represent the joint demsity of the pro-
bability of Wi r in the form of

Wt 0, X, 1) = P, 0, n /X, )WL, T, R). (11)

Having substituted (11) in (8) and having summed with respect to 8; and LI
we shall obtain an expression for a joint a prosteriori density of probability
of continuous parameters which is true for all t:

W, %, 8) =W =Ly (W) + Lor, (W) + W [Fep (¢, X,p)— <Fy, r>], {12)

n m

where Fep (¢, x, g) = 2. E Fi,+ Py, v Pr=P(t 0, .,"/T. ’;).

i=1 r=1

Substituting (11) and (12) in (9) and considering the slowness of the changes

of A , p which is typical in practice, we shall obtain the algorithm of
the filtration of discrete parameters for

L€t trty)
m

Pir= 2 b Poi+ Py y [Fyr—Feplt, X, B). (13)
=1

For the moments of transition t=ty, having substituted in advance (11) in (10),

we have n .

_ Pl"(lk+A),l§ ’:].lPI.I(tk_.A)- (14)

Under the conditions of good filtration * =, e=u") | a5 an evaluation of
the informational discrete parameter (by the criterion of the minimum pro-
bability of error), it is necessary to take the value of 8; corresponding to
the maximum of the a posteriori probability at the end of the time interval
being considered [5]

B (k) = max={P (¢4, 0117, ﬁ*n=~x‘nax-'.{2 P(tu,.el.mli‘.i*)}~ (15)
T .

Expressions (12), (13) and (15) give the algorithms of the evaluation of the
informational parameter of the signal with consideration for the effect of
pulsed interference.

Let us examine the widespread case of digital information transmission when
the probabilities of transitions for the sequence {O(k)] do not depend on
the value of @ at the preceding time interval, i.e.,

nni=p; at i, J=177. (16)
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Let us represent the joint probability of discrete parameters in the form of
PAL O 0wty = PR a%y P, 0.8, %0, 5y, (17)

Having substituted (17) in (13), summarized over r, and solved the obtained
equation, we shall obtain for (€ (n fay):

¢
P, cxP{S ZFI.P(’)P (ro e /01, 3%, 5 de
- & r A

P(t, 82%, u*)=

(18)

S o]
i

-,
G |

T () P e, /8, 5%, 5%) ds
r

In this case, at the beginning of the time interval P(f,+ 4, 6,/A%, %) = p,
and the expression (14) is not used.

The algorithm of the evaluation of the discrete parameter (15) assumes a
simpler form

Y+ - o (19)
0 = max—r{ S F 6013 B PE o, B d+ In o).
'k r

< Equations for the a posteriori probability of the discrete parameter of the
interference are obtained by substituting (16)-(18) in (13) and (14). For
t G(tk, ty+1) we find

PO, 1ef00, W 5% = 2 bur () P, iy, ¥, B +
{

Pl ¥, i) [P D P )] (20)

r
for b=ty

Pty + 8, /0. %, %)= 2P (¢4 —8, 88, 5 P(y—8, n/0 80, 5w, (21)
]
Expressions (18)-(21) make it possible to obtain simple algorithms of tech-
nical realization in some extreme cases, For example, in the cases of large
signal/noise and interference/noise ratios, it is possible to write the
following for the a posteriori probabilities of the discrete parameters of
the signal and interference:

PUEB) =308, )+ e p(t, 0,/8;) = B(A,0%) + ¢,

4
where § (8i, 6*) is the Kronecker symbol; £i, €; are certain small values,

ie., |&1] |&1j<1.
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In this case the algorithm (19)-(21) changes to an approximate algorithm of
filtration:

trq

0 =mai= { P00, BBt g
‘e

0% (k) = 0% (¢4, 7™ () = max=t (P (1, 7, BNy

‘»'F';(t- ~').rii‘. ;:') = Z bir P2, 'llfi'-}_’-*) + (22)
R [
+ PR, pR)[F (0%, B2, B — E (05, g%, B% %)),

The physical sense of the algorithm (22) is explicit, The filtration of the
signal is accomplished with a compensated interference, for which a current

evaluation of the interference is selected. The filtration of the interfer=-
ence is done in the same way, i.e., in this case, optimal algorithms lead to
the so-called compensation circuits which found practical application,

For an example, let us examine the reception of binary signals against the
background of random pulsed interference (KhIP) and white noise, when

AV(t) For 0<t <nys

s(t',ﬂ,X)='Aﬂ{t)f(l)={ 0 for tetcl 23)

where £(t)=f(t+kl), O(t) assumes with a probability of 1/2( ﬁ3i=1/2) values
R of 0 or 1 at intervals [kT, (k+1)T].

Let us write KhIP in the form of
X (¢, n,B) = () cos ¢ (1), (24)

where the discrete process 7q(t) assumes the values of 0 or 1 and is des-
cribed by the equation (1) for the probability of states

PU G 0) = — pt g = D)= — et 7 0) 5+ 4p (£, 5 1), (25)
where p -- intensity of transition from 0 to 1, v -- from 1 to 0.
The continuous parameter (f(t) has an equiprobable distribution at the inter-
val [0,29]. Such a model describes the process at the output of a synchron-
ous detector when the phase of the signal is known. The concretization of

the algorithm (22), in this case with consideration for (23)-(25), leads
to the expressions
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The block diagram of the device realizing (26) (Figure 1) is a combination
of two devices: a correlation receiver for detecting signals and a known
circuit for optimal evaluation of random interference examined, for example,
in {6].

Figure 2 shows the probabilities of errors under the effect of n(t), signal
(23), and interference (24) depending on the signal/noise ratio 2E/Ny=2A2T,/
No for various ratios of the amplitudes of the interference and signal ¢ (in-
terference parameters BT, =6.577, VT = 0.143) for an optimal receiver
only against the white noise background (solid lines) and an optimal receiver
with allowance for KhIP (broken lines). As can be seen, the application of
optimal methods of reception (Figure 1) with compensation for KhIP makes it
possible to improve considerably the characteristics of receivers of discrete
signals under the conditions of interference.
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UnC: 621.391.8
AN OPTIMUM TWO-STAGE PROCEDURE FOR DETECTING A SIGNAL IN NOISE
- Moscow RADIOTEKHNIKA I ELEKTRONIKA in Russian No 7 1979 pp 1447-1449

[Article by A. I. Shatilov: "An Optimum Two-Stage Procedure for Detecting
a Signal in a NOise Background"]

[Text] 1In study (1) two-stage procedures for signal detection in a noise
background were considered and the effectiveness of these procedures for
receiving a fluctuating signal with undetermined phase and amplitude was
evaluated. However, closed-state relationships convenient in a computer
connection were not obtained.

The purpose of the present study is actualization of the general relation-
ships obtained in (2) for the problem of detecting a fluctuating signal with
undetermined amplitude and phase(3) with independent fluctuations at the
first and second stages which permit the parameters of the optimum proced-
ures to be effectively determined.

The conditional probability distribution densities for the logarithms of
the probability coefficients vk at each of the stages (k = k,2) equal (3)

1 i+c
) ' i (o) = :‘ exp( - c(‘ [vh+ln(l+c¢)])

in the absence of a signal (hypothesis Hl) and

@ (o) = ——exp (——’—lvnln(lm)l)
c; ¢

in the presence of a signal (hypothesis Hp). 1Im (1) and (2) c; stands for
the signal-to-noise ratio for many types of experiments i = 1,8 (v > -]
n(l+ ¢y)). In what follows we will assume that at the first stage the
signal-to-noise ratio equals cj and at the second (if it is given) de-
pending on the observed value of vj it equals ¢ or cg (cpley).
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[t is necessary to determine the minimum average power outlaysﬂ l(DlZ) =
c1+E1(cy)+E;(c2) when there is no signal (sypothesis Hi). In this case the
probability of a spurlous response & 19 (D1°), the probability of absence of
a signal @ 91 (D ) and the average power outlays (hypothesis Hj) 2(13‘1 =
c1+7 Cll‘*'EZ(CZ} are limited at the top by the assigned comstants & 17, & )1
and . E (*) and Dl stand for the conditional mathematical expectation
of the correspondlng magnitude and the two-stage sequential procedure,

*

The existence of the probability densities (1) and (2) ensure the capability
of substituting the direct problem with its double (2). The Lagrange function
in the given case has the form

@) D(D:2, A) =1 (D?) + M[as (D) —are’] +
+A2[a:| (D;z) -'12|'] +As [ﬂz (Dlz)—BZ.]'

Solution of the dobuel problem assumes solution of the problems related
to each other (2)

@ @)= s L(D2, 1),
DDy
®) @ (M) = vaxe ¢ (3).
. FY=AN

As wasgtlown in study (2), the optimum two-stage procedure for the assigned
vector ‘Amay be found from the recurrence equation for Bayes's risk (4)

and the mutually unequivocal correspondence between the Lagrange multipliers
>\l, N o and ')\ and the a priori probabilities p; - of hypotheses Hi

(j = 1,2) and the arrays W.; behind the error solu%lons (hypothesis Hj is
used when l-lJ is real) is expressed by the formulas (j # i)

1- )
Pt Wa;  h= L

(6) A= Wu; A= n
r’ P

The sequential procedure constructed this way is optimum for the assigned
parameters W and p or for the assigned Lagrange multipliersX 1
A, and '7\3 v’\rhicI]i are the same, 12 ) 3 s
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. V -
Figure 1. Graphs of El(cl), Ez(cl) and E (cl) when ¢y 200,

@ * -5 e k _ =2
12 = 107,75, =310
1 2 MJ 4
T - ’f'
- 10 \\\
8 ! I
§
N \
REELG \
N ]
2} -
i pa—

0 20 40 &0 80 .00 ¢

. — g 7 =
Figure 2. Graphs Ll(clg, 7 2(:l) and / (cl) when T = 10T

2)
* = -2
@ - = 3.
12 107, &, =310
1] G 1
“ Ms

H
H| # | R | LJ
A M M A M Hs

~ ‘4| HI I 4] l HL_I
| Hoo M oA

Figure 3. Sequence of Logic Circuits for Adopting Decisions for

Optimum Two-stage Sequential Procedures D,

The function (;)(A) is concave and its maximum is easily computed by the
method of directed excess since the limits of the set A\ (2) are determined
by means of a Neumann-Pearson criterion.
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In figure 1 is given a graph of the dependence of the average power outlays

E” for a block of signals (two pulses) from c) necessary for the Neumann-
. Pearson criterion of the same power. The numerical calculations were done

with the following parameter values: ¢y = 200, 12 = 10"5; 21 = 3.1072,
From figure 1 it is apparent that there exists an optimum from the point of
view of power outlays ratio between cj and cy for which the optimum procedure

D, < provides a power gain 27 percent higher than the Neumann-Pearson criterion

when a signal is absent.

On the other hand the gain in average detection time including the interval
between pulses Ty compared with the detection time required for the Neumann-
Pearson criterion with an assigned & 12 and4 27" may achieve a considerable
magnitude,

In fact, assume that the signal-to-noise ratio c1 is proportional to the
pulse duration Ty (i - 1,2) and the fixed interval of time T is sufficiently
large compared to Ty(Tp) T1) that the amplitudes and phases of the pulses
may be considered statistically independent.

In figure 2 the dependence is shown of the average detection,time T i = Tp+E4
(T1)+E; (T2) necessary for the procedure considered above D1~ from c3
(T=1 TZ)'

/
For comparison, in figure 2 is shown the detection time 7~ for a block of
signals (two pulses) as a function of ¢1 necessary for the Neumann-Pearson
criterion with assignedeC'l2 andof"z]_ .

From figures 1 and 2 we see that the choice of value ¢y for which the
average power outlays do not exceed the minimum outlays needed for the
Neumann-Pearson criterion provides a gain in the average detection time
of more than 84 percent for both hypotheses.,

In figures 1 and 2 the entire set of considered values cp (10<€c;<120) is
carried out to four numbered places separated in these illustrations by dot
and dash lines. The sequence of ligic circuits corresponding to these
numbers for adopting solutions in the detection process is shwon in figure 3.

Since it is possible to interpret the Lagrange function as the average risk
with an accuracy up to a linear transform (2) and the a priori probabilities
of the hypotheses are directly computed in accordance with the ratios (4)-
(6) it is convenient to use the a posteriori probability pll(vl) of the
actuality of hypothesis Hl instead of v, for adopting solutions after the
first stage.

The first zone is confluent at the point where ¢y = 10.05. 1In thise case
the sequential procedure is confluent at a nonconsecutive point (the
Neumann-Pearson criterion). By Po and P are meant respectively the lower
and upper limits of pi(vl).
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The remaining zones of values ¢, correspond to various logic circuits for
optimum sequential procedures o%tained as a result of the calculations.

if POé P. (v%)é p, or pl’\(p.(v )S pﬂ, then the process of observation is
2

terminatad y adopting hyp%te sis or Hl respectively.

1f p.<:pi(vl)< Pit1 and ¢ = ¢, (j = 1,2), then it is necessary to perform

the second Stage Tn the detection process using power satisying the signal-~

to-noise ratio c,.

It should be noted that the fourth zones of the values cl(c > 117.5)

corresponds to a logic circuit for trur ated sequential ana}yéis when only

one type of experiment is used.

With a further increase in c, the logic circuit for truncated sequential

analysis converts to a logic circuit for a single-pulse Neumann-Pearson

criterion,
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UDC 621,391:53,08

THEORY OF SIGNAL RESTORATION
Moscos TEORIYA VOSSTANOVLENIYA SIGNALOV in Russian, 1979 pp 271-272

[Annotation and Table of Contents From Book by Georgiy Ivanovich Izdatez'stvo
Sovetskoye Radio, 272 pages]

[Text] The theory of signal restoration is described in its general form
which is scientifically aimed at developing methods of an a posteriori
elimination of distortions introduced by actual devices and environment
as a result of observing some processes or phenomena. Signal restoration
is considered an incorrectly posed problem of mathematical physics. Ef-
ficient ways of signal restoration are studied on the basis of general
methods for solving such problems. Practical restoration algorithms ob-
tained by computers and methods of optical processing of data and holo-
graphy are described.

Signal restoration methods considered in this book find use in radar,
communications, measuring equipment, acoustics, optics, spectroscopy,

X-rays, electron microscopy etc.

The book is intended for scientific workers and research engineers working
in various fields of physics and engineering.

Forty-four pictures, 4 tables, bibliography of 130 titles.
Table of Contents : Page

Foreword 3
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- UDC 621.391.278

A STUDY ON THE TRANSMISSION OF AN OPTICAL SIGNAL WITH MULTIPOSITION PULSE-
TIME MODULATION OVER A COMMUNICATION LINE WITH REPEATERS

Moscow RADIOTEKHNIKA I ELEKTRONIKA in Russian No 7 1979 pp 1332-1338

{[Article by Yu. A, Gol'dshteyn and B. Ya. Frezinskiy: "A Study on the
Transmission of an Optical Signal with Multiposition Pulse-Time Modula-
tion over a Communication Line with Repeaters']

[Text] Optimum and quasi-optimum algorithms for reception
of an optical signal with multiposition pulse~time modula-
tion (VIM) transmitted via a communication line with re-
peaters are considered., The power loss of the quasi-optimum
algorithm is estimated, It is established that synchroniza-
tion should be accomplished by means of short periodic pulse
trains, Dependence of noise-immunity of the reception on
the distribution frequency of the repeaters is considered.

Let us consider the transmission of discrete information via a line with
repeaters by means of multiposition pulse~time modulation (VIM) of an
optical signal. In designing such lines several problems arise: determ—
ination of the structure and noise-immunity of the receiver, the number of
repeaters and their respective positioning, synchronization and so on.
From the mathematical point of view this set of problems is sufficient

for the following rather general task.

Suppose that to a line consisting of R repeaters is applied a train con-
sisting of m periodic pulses with duration T each also having a sequence
period of T = NT und also a train of successive nonperiodic pulses) of
the same duration representing an information-bearing sequence with multi-
position pulse-time modulation (fig. 1).

The position of the whole train on a time axis is defined by the vector

a={iv ih jh”’)il}v
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where i = 1,2,...,N defines the positions of the synchronization pulses
and j_ = 1,2,...,8 (s = 1,2,...,\) is the position of the § information
pulse.

At the output of the final receiver of the line, the luminous flux is
converted into photoelectric current. We represent the results of measur-
ing the number of photoelectrons in the form of a matrix

_<,-=_-1,“2, ey "l+l,
{ni(}q

- i='1'2,---1N7

where n ., is the number of photoelectrons recorded in subinterval T 1 of
interva Ts'

The problem lies in calculating the vector 2 in terms of the measured
values of§'n5£3 .

For a communication line without repeaters the overall multiple-alternative
task of detecting signals in noise is investigated in such studies as (1).
In the case of communication systems with repeaters the optimum algorithm
for processing a signal at the terminal point (OAOKP) depends, generally
speaking, on the operation of the repeaters. Due to the criterion of
maximum probability, however, it can be shown that in implementing the
condition

o JJ eo->0,

=i

where Pr(l) is the probability of accurate relay and Pr(o) is the probability
of a certain error in relaying a train with r repeaters.* Detection of

the synchronizing pulse and each of the information pulses is accomplished
independently. In this case OAOKP coincides in essence with the algorithm
for known from the theory of multiple-alternative signal detection in noise
(1), namely, the synchronizing pulses hold position i corresponding to

2) MalchIp,(n,x)/po(n.a) (i=1,2,...,N),

kT

while position jS of the information pulse s corresponds to

s=1,&.”,l)

(3) . M’aKCI’i (nrr.+n,j' )/po (nm-ﬂ.l.) (j.=1, 2’ s N

*In communication systems of practical interest, Pil) Pﬁo)

o te which is why
is done.
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where pg(n) and pj(n) are the probabilities of recording n photoelectrons

at time | in the absence and presence of a signal respectively., Thus,

in implementing condition (1) OAOKP does not depend on the number, structure
and nature of the repeater operation. Withm = 1, (3) coincides with (2);
for this reason on%y algorithm (2) is considered below.

1 1 ] ! ! I |4f
g T il gml gy ()T Ty T (YT
HMDYABCH CUNTPOHUIAYUU HHPOpMAMUBHEIE UMNYASCS!

Figure 1. Transmitted Pulse Train

Synchronization Pulse Information Pulses

OAOKP (2) does not determine unambiguously the structure of the receivers
in the repeaters, but since this structure has a significant effect on
the noise-immunity of the entire line's reception, it is necessary that
the receivers in the repeaters provide maximum noise-immunity for the
communication line.

The probability of accurate reception at the end of the line equals

R

@ F,,.,..=F.H P +F,

remi

where F; is the conditional probability of accurate reception of the periodic
train assuming its correct relay and F contributes mutually compensated
errors to Fypda® . Analysis of formula (4) shows that the requirement for
maximum noise-immunity of the reception of the entire line makes it im-
possible to implement receivers in the repeaters b?iﬁd on algorithms

which are optimum in the sense of having maximum P*"/, 1In this case it

may be calculated with an adequate degree of accurgcy that

R
ot . (5) anan=F1H P,.“).

=t

Specifically, if the transmission to the repeaters is doen in the optical
range, reception at the repeater must be performed by (2) with Pil) calculated
the same as Fl'

The probability F1 is equal to the probability of the inequality

- cm

(6) At ) >A (i)
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where

Ry ={Rye. oty o oy Bmi}; A(Tmg) =

_—.H )2 (n.‘)/pu (nli) 1)

W yeuw
and the values 2" and n  are only caused by noise and signal plus noise
respectively.

! >
Inserting the set D-ani(' ) of values n

“ which satisfy (6), we write ¥
: mk 1
in the form .

© . N-1
@ Fi= Y PG [ P, (H:x)] ,
’ Tmg=0 AmkEDGmE)

where

P, (n’,'..:')= ﬂpo (na); Py (ﬁ.mcim)=f1 pane).

smi o=y

Addition by r?w in (7) means addition by all m coordinates of 3"" in the
range of the set D. Addition by the first coordinate of n®*results in
from 1 to® and by the other coordinates of A results in from O to .
The optimum spatial distribution of the repeaters may be ascertained by
solving the system

® e o, r=t,2,...,R,

oz,

where X, is the distance between adjacent repeaters. With a fixed length
of the éntire line X =§‘ L of system (8) virtue of (5) will take the
form oy

aptY p_po_OFs
axr ! r 0::;;.,.

9

=0; r=1,2,...,R.

Solving (9) we obtain the values X],X2,.ee;%y which yield the maximum FirpaB
which we designate Fopr. . If Feprk does not reach maximum in terms of R,
the number of repeaters for reliable operation of the communication line
must be looked for from the condition
* Four,n?Fo,
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where Fg is the assigned value of noise~immunity of reception. If all the
transmitters of the system radiate in one and the same range and have egqual
power and the properties of all the intermediate channels are identical,
then the uniform distribution of the reEeaters (x1.= x2 = ...xr = X/R41)

oen ; : (Do L pt) L

is optimum, being in this case Pl P2 oo PR Fl'

To obtain quantitative results it is necessary to know .the principles of
distribution of the noise photoelectrons pg(n) and the convolution of

the distribution of signal and noise photoelectrons pj(n). As is known,
the problem of calculating the differént kinds of noise in optical communi-
cations has not been solved (2); the form pg(n) and p1(n) is found only

in a number of limited cases. Inasmuch as a rather general problem is
considered here (specifically, open and enclosed lines). we are limited to
detecting the greatest and least of the possible values of reception noise-
immunity for arbitrary communication lines and the noise properties of a
photoreceiver (as regards the photoreceiver, it is assumed only that it
operates in a mode such that the single-electron pulses are discernible).
For this purpose the calculations are performed at two extremes in the
sense of deviation in the distribution of the cases: for Poisson
distribution (PR)

Po(n)= —SL';;—)“-exp(ﬂmT) i p(n)=
(10)
) m+ [ "
=._.(_(l_n:¥!_)1)—exp(—*{m_7°) T,

which has the least deviation and for the distribution

(Yu?)™ ~ (um)"
My P =7 o

YT i —Ye
Xex (-———-) L, (-——-—~) ,
AT Rl ¢

Do (n)=
- 111)

which has the greatest deviation and represents the convolution of a single-
mode Gaussian noise with a Poisson signal (2) (Y and Y¢ in (10) and

- (11) are the average intensities of the noise and signal photoelectrons;
Lp(x) is the Laguerre polynomial). As is shwon in (2), other variations of
the distribution including multimode sound radiation, shot noise and so on
have intermediate deviation in comparison with (10) and (11).

In (10), algorithm (2) stands for detection by maximum cumulative number of
photoelectrons m

- {12) Z n,=Maxe,

[T
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and, due to the additivity of the Poisson distribution, (7) is considerably
simplified:

(13) F.=2ﬂ'ﬂrﬁmexp(-ynl—xc)mrx

LT

X [Z.ﬁ“’;—?—exp( 1..,m1)]N-‘ .

Rom0

In (11) algorithm (2) has the form

(14) HL ( (1+1mt)) MaKc

st !

and with m = 1 in virtue of the monotony of L,(x) with respect to n, (14)
also signifies reception with the maximum number of photoelectrons. In
(11) inequality (6) has the form

’ HLcm x)>HL,,m(z)

s=1 '8 8=

where

z=—Yo/Yu (1 +YuT).

Inserting the function x = U, (y), in inverse ratio to y = Ln(x), and calcu-
lating that L (x) =1, we wrlte (7) in the form

_ (15) Fi=q +:mt),,,,v ( - J:ivmz ) x
- X Z Z Z 'Ym’f ),—1 H Ly, (x) X
=1 Ng=0

U, ( It ) —1 Uy, (‘1;1l L,‘-E/Lh) -

8=1

S om
Ym? %1""’-
( 1+ '\’m")

The optimum reception algorithm (2), practically unrealizeable due to
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equipment difficulty, may serve as the standard of quality for quasi-
optimum algorithms,

Reception with the maximum number of excesses of a certain threshold n,
when the position of the pulses of the train is determined from the con-
R dition

gi= 2’ %(n.) n,=Maxc,
i

- L)

where

0, n<ﬁ,
i/n, n=n.

u(n)={

is a conveniently implemented version for simplification of the optimum
algorithm (12).

Essentially, the numbers gj differ from zero only for a small number of
positions ij,ij,... »ix and the number of these positions k is an arbitrary
magnitude the numerical distribution characteristics of which, according
to (3), satisfy the inequality

s 1
o’<k<m mpm p,= Z po(n) < v

Timen

The conditional probability Fl in this case is calculated according to (3)
by the formula

Ll i Cint) fy .
(16) F.=Z Cﬁ-"E Catpial _'[Z C...‘po‘q:'"'] VA
Rt

gmex.y lamg

where
1, k=1,

p1=2 nn), g=1—p, ge=1—p, e;.-.={2' 1.

Neen

A
The optimumthresholdn is determined from the condition of maximum Fj. Cal-
culations by formula (16) have been performed for distributions (10) and
(11).
Results of the calculations make the following conclusions possible:

1. With reception of a single pulse, the conditional probability of error
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1 - Fj decreases both with an increase in Yo /Yw and with a decrease inYw
while in the latter case the ratio Ye/Ywwhich fulfills a fixed error
probability is increased (fig. 2). In the case of distribution (11) the
curves in (igure 2 are positiomed higher and are more concave than the
corresponding curves for PR, The value of the power loss in reception with
the quasi-optimum algorithm compared to the optimum in the case of PR is

considerably less then 0 10 20 350 4 SOyr
I 1 i i U

'

.m-l =
0
16*

~ 0°

1
1-f
Figure 2, Dependnece of the Error Probability 1 - Fj in
Pulse Reception by the Optimum (o) and Quasi-
optimum Algorithms for VariousYw!{: Unbroken
Curves --Poisson Distribution; Broken--
Calculation of Thermal Noise (11), N = 100,

11 1 T 1

'
0wk
=3
10

_ 4 ¢=py=10
0 P10
NS 9=
¢ l’n“m_‘
07 N g=10
TS PN
IEAR _ g=107%

Figure 3. Dependence of the Error Probability 1 - Fj in
Pulse Train Reception by the Quasi-optimum Algo-
rithm from the Train Size m (N = 100).

with (11), while with a reduction inYw the absolute value of the power loss
is decreased for both distributioms.
2. As figure 3 shows, there exists an optimum in the sense of minimum error

probability 1 - F size of the periodic train m equal in the cases considered
to two to three pulses, With a reduction in Py and 94 the optimum train

54
FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000200040025-8



APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000200040025-8

FOR OFFICIAL USE ONLY

size is reduced. Note that the presence of a minimum 1 - Fi with respect
to m is a result of the random nature of the signal., It is significant
that with the conversion from transmitting a single pulse to transmitting
two pulses 1 ~ Fy is reduced by several factors. Thus, for synchroniza-
tion it is necessary to send short periodic pulse trains,

002 04 06 08 1hww_  u__ 1 2 5 4 5xxm
T T = 3
bt - T T T T
! =1 7
0+ 10t
i 16°}-
00 o'
° '
° L
0’ 1°
IF : F

Figure 4. Dependence of the Error Probability 1 - F in
Pulse Train Reception of Optimum Size by Op-
timum (o) and Quasi-optimum Algorithms from
Distance X for VarioustE N = 100; X = 20 km;
YT = 1. Unbroken Curves -- Poisson Distri-
bution; Broken —- Calculation of Thermal Noise
(11): a -- p = db/km; b ~-p = 2 db/km.

3. In calculating the error probability 1 - g8 for an entire line, the
exponential attenuation of the signaIYC = do exp(-ux) has been taken into
dccount. With convergence of the repeaters the probability of error 1 -
Firpegdiminishes monotonally (fig. 4). The curves in figure 4 represent
the dependence of 1 - Fry for Q¢ and \ wy,

Increasing the length of the line, of course, leads to an increase in the
error probability which may, however, be compensated for easily with a
small convergence of the repeaters (such as in the cage of ¢ - 2 db/km,
dT =200, 1 - Frpg = 107 with X - 20 km x = 3.2 km and with X = 200

km x = 3 with (11)., The transmission of optimum-sized pulse trains ensures
a considerably greater noise-immunity than transmission of a single pulse.

As figure 4 shows, the quasi-optimum circuit as opposed to the optimum
provides a definite reduction in the number of repeaters, less signifi-
cant the stronger the signal.
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UDC 621.391.278

OPTIMIZATION OF A PROCEDURE FOR SEQUENTIAL DETECTION OF THE DELAY IN A
RECEIVED SIGNAL

Moscow RADIOTEKHNIKA I ELEKTRONIKA in Russian No 7 1979 pp 1351-1359

[Article by V., N, Naumov, L. N. Barannikov and A, I. Zhodzishchskiy:
"Optimization of a Procedure for Sequential Detection of the Delay in a
Received Signal]

[Text] A procedure for detecting the delay in a signal
received in a background of normal white noise is con-
sidered. It is assumed that information about the delay
is extracted by a comparator and the detection procedure
consists of measuring the comparison of the received and
reference signals and the corresponding shift in the
delay of the reference signal.

For a known received signal envelope, an algorithm for
variation of the delay in the reference signal is
found at each detection stage. Examples of detection
algorithms are given for several signal envelopes.,

Introduction

One of the main problems in operating digital radio lines using signals
with a complex envelope is establishing synchronization(l). This process
consists, as a rule, of differencing the delay in the referencel ,pand
receivedW}n,signals.

The synchronizing process consists of the stage of detecting the value of
the received signal delay relative to the reference signal with error
not exceeding the capture range of the tracking system and the tracking
stage, The primary focus of the article is on the detection stage.

At present various methods are known for detecting the delay inGW (1-4).
When there is no limit to the number of receiver channels in the detection
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unit, a multichannel comparator is best from the point of view of minimum
detection time., The number of channels M in such a comparator equals the
ratio of the detection range for delay T to the required accuracy :

M = integer (T/fow ).

A significant increase in the amount of equipment in this unit, proportional
to the number of channels, is a defect in a multichannel detection unit with
a large M value, For this reason a comparator with one chamnel is often
used in practice for establishing synchronization.

To detect thef. p value in a single-channel detection unit, the delay of
the reference signal is varied according to a certain principle. The
principle for varying the delay of the reference signal is usually selected
either linearly or randomly. However, these principles of variation of Tor
are not optimum for all signal envelopes.

In general form, a single-channel detection unit with a comparator may be
presented in the form of a functional circuit (fig. 1). A single-channel
comparator is the input block of the detection unit. To this input is
applied a signal y(t) which is an additive mixture of the received signal
s(t ~Llfp ) with the unknown delay in and standard white noise n(t).
The comparator produces measurements Xi from the input signal in discrete
time:

(1) X{= "'—1—‘-[ Yy (t) S (t_Tonl) dt=H (T() +n(=R (Tnp"Tnnl) +nh
Pch o

where P, is the power of the received signal, T is the time for producing
the i measurement,l.wis the delay in the reference signal during produc-
tion of the i measurement, R(T j) = R(L’.,Tf, — Cumi) is the function of
autocorrelation of the received signal, ni is the noise component of the
measurement distributed normally with deviation < 4.

K
Y)=s(t-m)+n(t) 7 X | pewarowee | 67 |Fenepamop|s(t-t, )
—(X J iemé >l ONOPHOCO |t
‘ yempoueméo cuenana
Kappenayuonnsri
npueMHux

S(t-7p;)

Figure 1. Functional Circuit of Detection Unit

During detection it is assumed that the power of the received signal and
noise as well as the value of the delay i, ,remain constant. Detection of
the value of the delayfﬂvp relative tol yqp~is done by varying the reference
signal delay. The algorithm for varying the reference signal delay (the
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detection algorithm) is incorporated in the decision unit which according
to the information contained in the preceding measurements makes a decision
on the magnitude of the delay in the reference signal for the next measure-
ment and also a de:ision on the termination of detection. The decision to
terminate detection is made when the absolute value of the error in de-
termination offqrpdoes not exceed Toiy with the assigned probability P.
Thus, the detection procedure consists of a certain number of stages of the
same type. Each stage includes production of a measurement X, the adoption
of a decision on the magnitude of the reference signal delay for the next
measurement and accordingly the shift of the delay in the referecnce signal
generator as well as the adoption of a decision on termination of detection.

1. Optimum Detection Algorithm

Let us consider an optimum algorithm for varying the delay [ which makes
it possible on the average to minimize the overall detection time. To de-
termine the value of the delay of a received signal in the T range with a
given accuracyZo.it is necessary to extract a certain amount of informa-
tion on the delay Ix . Inasmuch as a large detection time is required

on the average for extracting a large Ijs, minimizing the average detec-
tion time is equivalent to maximizing the average amount of information ex—
tracted in a certain number of detection stages n. The greater the overall
amount of information on Trp extracted in n detection stages, the greater
the information extracted at each detection stage. Thus, the optimum de-
tection algorithm can be defined from the condition of maximization of the
average amount of information extracted at each detection stage. Note that
in a number of studies (5,6,7) an information criterion is also used in
optimizing synchronization systems.

The average amount of information according to Shannon (6) consisting of an
i measurement relative to the delay in the received signal under the con-
dition that the values of the first produced measurementd equal Xl,...,
Xi—l is determined by the formula

() L= _f W (Xo tup/ Xy o, Xict) X
(tnp.X1)
W (X, tap/ Xy, ..o, Xioi)

! dX dTap,
WX/ Xy .., Xic) W (tap/ Xy ..., Xim)

Xln

where w(xi,(”7 /Xl,...,Xi_l) is a two-dimensional conditional density of
the probability that the produced measurement i has the value X; and the
delay in the received signal equals if the first produced measurements
have the values Xp,...,Xj.7; W(X;/X7,...,X;-1) is the conditional pro-
bability density that the produced measurement i has the value X; if i-1
of the first produced measurements have the values XisveosXio1s WCamp /
X15+..,X4_1) is the conditional density of the probability of the presence
of the given valueZppon condition that i-1 of the first produced measure-
ments have the values X1,...,Xi-7.
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Thelimits of integration in (2) are determined by the range of occurrence
of BTP and the admissible probability of error P.

Let us consider the case of the application of signals having the monotonic
function R(|E| ) with a uniform a priori distribution principle fori,sp. _
We will use a piecewise approximation R( ) where the maximum lengthlZ 1 -2 2 )
of any linear section of R(Z ) is determined from the equations

X—ao=R (1),
X‘+am=H (Tz) ,

andd0 ., is fould from the admissible probability P of the accurate detection
of thelmagnitude of the delay:

In this case it can be shown that the expression for the average amount of
information has the approximate form

3) Inp,-z_;..jln HZT__](R,S.-{()')E]X

. _ ! [Xi_R(T;m—B.'_JA..'-,) ]2 }
eLP{ 20¢[1+(1/A-y) (R (X:)/00)°] .
V2o {1+ (1/4:-) (R'(X:)/6:)*]

(x

In (3) the values Ai and Bi respectively are found from the formulas

4= Z (R_'(_}.{L) ) 2=A‘_,+ (Rl(xi) ) z'

oy 0. Oy

1

- B= 3 (B et brami=Benit (R'U(X‘) ) T+,

Ox 3

R=i

and R’(Xi) = R',(L’ (X;) is the value of the derivative function of auto-
correlation at the point T (X;) whereZ (Xi) is the value of the inverse
function R(C ) with R(r) = Xj. From (3) it is apparent that only the
value of the component R(ZT,,, - Bi-l/Ai-l) depends on the choice of Zoy -
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We will designate by T, the value of the independent variable of this com-

ponent by which the maximum I is provided. Then the optimum value of
the reference signal delayilnspa% this detection stage is determined as
follows:
« B
() Ton= —— + Tot.

i-1

We will substitute in (4) the expression for B After conversion we

obtain i-1

[R (X(—l)/G(]z[T(X(—i) FTo1-q] +
A«-z .

Toi—Tot—-1e

(5) To;(=To|:t-x+

Erom (5) it is apparent that the shift in the delay of the reference signal
Comw * =lopi * -Z;7yf-l at the i detection stage depends on the squares

of the characteristic slope of the correlation function which correspond

to the values of the preceding measurements.

The dependence T, (A) should be calculated in (5) up to the accomplishment
of detection. I? lR’(Z)‘is the monotonic function of | , then consider-
ing that it may only be a monotonally nonprogressive function as follows
from (3), with any value of A and & we obtainZ, = 0.

The optimum detection algorithm described by equation (5) is rather com-
plicated in its practical implementation. This algorithm may be simplified
if information consisting only of the last measurement is used in determining
%57+ With this assumption, as (5) shows, the value of the reference

. signal delay in a quasi~-optimum algorithm is determined by the equation

- (6) 1.;11(=T;m—1+7 (Xi-l)+'l'n(.

The functional circuit of the unit which implements the quasi-optimum
_ algorithm for sequential detection is illustrated in figure 2,

In computing the signs with Z'(X) it is not known that it results in am
ambiguous definition of the direction of shift in Z . To eliminate the
ambiguity it is necessary to determine the direction of shift of the
reference signal delay at the beginning of detection and if Z . <4& then not
to pass the peak of the autocorrelation function to subsequeng stages
with probability P,

- To rule out the possibility of passing the peak because of errors in pro-
ducing the measurements it is mecessary to decrease the value of the shift
by the delay. In figure 3 a typical dependence of R(Z ) it shown which
elucidates this requirement. The actual value of R(Z ) with probability P
differs from the value of the produced measurement X by no more thanq0” .

61
FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000200040025-8



APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000200040025-8

FOR OFFICIAL USE ONLY

For this reason, to exclude the possibility of passing the optimum value of
the delay Zc: , it is necessary to reduce the value of the shift by~ to

(7) AT‘=1:(X‘_,)—-T(X4_,+GO._.).

1f not only the last measurement is considered, then it is possible to show
thatA T 4 Will be equal to

AT|=

—_—

Y4,

Note that in the article is not considered the question of distribution of
the measurement production time between the detection stages. The prin-
ciple of distribution of T, is determined by the form of the autocorrelation
function and is not successfully obtained in general form. It is possible
to find it by solving the variation problem for n detection stages where

the magnitude of error during detection and the probability P will act

as the limits,

2. Examples of Detection Algorithms

For examples let us consider detection algorithms for the delay in a pseudo-
noise video signal comstrcuted on the basis of an M-train and a composite
video signal constructed of two pseudonoise signals with multiple cadence
frequencies.,

For both signals, in order for the tracking system capture to take place,
it is necessary to determine the delay of the received signal relative to

- the reference signal with error no greater than Zi. Here 7y is the minimum
duration of the symbol of the pseudonoise signal. However, since the de-
cision to terminate detection is made in the presence of an excess in R(Z) of
the threshold value Xgp = 4T, the magnitude of error should be no greater
than Zow =%u (1-a6). Standardized autocorrelation functions of the pseudo-
noise signal (PShS) and the composite signal are represented in figures 4
and 5 respectively., These autocorrelation functions are not smooth and
consequently they cannot be approximated in the entire range of T linearly.
Since for PDhS in the entire range of T for exclusion of the range where
cessation of detection is produced R (Z)= 0, equation (5) for determining
_ T#,/ is expressed in (6).

- The actual value of R( ) for each of the produced measurements of X; falls
within probability P in the range from X -acto ¥+&¢, For this reason, as
demonstrated earlier, in order to prevent passingz;? it is necessary to
decrease the magnitude of the shift in comparison with (6) to A ¢,
shiftingZ,,- in one direction.

At the same time it is possible to increase the magnitude of shift of the
delay to accelerate the detection procedure as the result of an additional
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shift in the referende signal delay tof,ysince during detection error in
the delay is permissible. Thus, for the rcasons indicated above, in cal-
culating the correction for the magnitude of shift of 7,y expression (6) may

be given the form ® S Toar=Tonts 1= Toai=7(Xe) +TomAT+Tom,

=1
\a |

=@ F % () —»C;—

S

s(t-7") ke

Figure 2, Functional Circuit of Quasi-optimum Detection Unif

v pX

R(x)

W)

Figure 3

g \n /
J — 7

Figure 4. Autocorrelation Functior of Pseudonoise Signal
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R@)

Figure 5. Autocorrelation Function of Composite Signal

Ipi(m)

Figure 6. Average Amount of Information Contained in
One Measurement

We find the valueT , for PShS from the condition of maximization of the
amount of information extracted at each detection stage. The qualitative
dependence 1 p( ) for PShS calculated by formula (3) is presented in
figure 6. As figure 6 shows,Z 0= 0.

Since all the measurements produced outside of the peak of the autocorrelatlon
function carry, on the average, an identical amount of information about L,r/, ,
the time for producing them should be identical at all detection stages, i.e.
T, =T, =T, and therefore O, = O, = 0,

i i 1 i j -

Since for PShS of figure 4 in the limits of peak

R(z)= 1;—(1 + ;{) =X,

Tn

then taking (7) into account we obtain

1(X‘)=_(1‘i)1"',
+—
! M
A0 Ty
=—,
1
+—
1 M
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where M is the number of sympols in the PShS period,

We determine”[‘o_dfrom the condition of accurate adoption of a decision to
terminate detection with probability P, i.e.

(1—2a0) 1,
T

1+—
o

Finally we obtain
(2—X—300) ta

1
1+

(9) 5To1n=1'o:u+|—7u‘m=

In order to find the optimum time for producing measurements it is necessary
to minimize with respect to & the average detection time

M<.T
(10) cp= "_t—‘

26% 00

where T. is the time for producing one measurement; Sf’mris the average
magnitugie of shift of the reference signal delay.

Calculating (1), the value Tl may be written in the form

(11) T\=G,/P.d’,

where G is the spectral density of the power of the random process at
the input of the meter; P, is the power of the signal.

Assuming M>> 1 after neutralizinggf’;’r; with respect to X, we obtain

(12) 6f0n=(2—‘&zc) Tu.

Substituting (11) and (12) in (10) and minimizing Tcp with respect to
_ we obtain what is the optimum valued/ 0" = 4/9,

Then with M1 the equation for shift of the reference signal delay finally
- may be written as:

. (13) OToni™ (—z —X‘) Tn.

Thus, the magnitude of shift of the delayz;_\w with detection ofT,,Fof the

- PShS depends on the result of the preceding measurement and depends prac-
tically none on the probability P necessary for accomplishing detection.
The final expression for the average detection time has the form
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2
(14) Tc,ze,,sm%,

c

For illustration we will compare Tep of the optimum detection algorithm
with the often encountered in practicc sequential linear detection. With
linear scanning the shift ofT,sis accomplished discretely at each detection
stage at a constant magnitude, For this algorithm it can be shown that the
optimum magnitude of shift of the delayZ,, ande ¢ are equal respectively to
2/3%% and 1/3. Then the minimum average detection time for linear scanning
is found from the formula

G 2
(15) Tcp nln=6y75M-T:g— .

From comparison of expressions (l4) and (15) it is apparent that with the
optivum algorithm the average detection time is 1.75 times less than with
linear scanning.

For the second example of detection algorithms let us consider the detection
algorithm for a composite signal., As figure 5 shows, an autocorrelation
function of the composite signal taken as the example has three character-
istic sections in which it is linear, 1In the first section in the range of
delay K7,;&|7)&T/2 the optimum detection algorithm for T,y,,coincides with
the one considered earlier for PShS. As studies have shown, the components
in equation (8) for the given form of R(Z) are determined from the formulas
04 =04=0,Tow= Kiy(l - 2a¢,7T( = 0 and Trp = 4KaoZy . Finding the
optimum value of O, we obtainqQo = 2/9 while equation (13) for a composite
signal will have the form

16)  bri=2Kt (—15— I;().

The average detection time of the peak of the autocorrelation function in
this section is accordingly equal to

: M Gom2
17 Tep15,2 .|
(17) » %P

¢

After adopting a decision on the detection of the peak of the autocorrela-
tion function with an excess in the magnitude of X of the threshold 2/9,
it is necessary to produce an additional measurement shifted by the delay
relative to the last in magnitude KT,/3 in the direction opposite to that
in which detection in the first delay section was done. Analyzing the

- ratio of themeasurements of the last two measurements, it is possible to
determine correctly the direction of further shift ofZ g

In the second delay section quéquskﬁaphe derivative of the autocorrelation
function is different from zero and therefore the detection algorithm should
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calculate the information contained in all of the measurements produced in
this section. Since the derivative of the autocorrelation function in this
delay section is constant, the time for producing the measurements should
not depend on their number in the series. As the studies have shown, the
following ratios hold true for the detection information in the second
delay secticn:

Tn=(1—a0) T;  T=2Kve00]/Y.

According to (5), taking into accountTow and AT and assuming M3 1, it
can be shown that the algorithm for a shift in the delayZ,,:is described
by the equation

. K,
7 (18)  pry K [1—2Xf— —2] +(1—a0) 1.
; Vi

The decision to terminate detectin is made when there is an excess in the
magnitude of X; for the threshold value X7ro p= 0.5#16'. Minimizing the
average detection time by & it is possible to find the optimum magnitude of
the threshold Xnep and the optimum time for producing the measurements.

Conclusions

1, An optimum algorithm is found for detecting the delay in a received
signal with a single-chanmel comparator synthesized according to the criterion
of the maximum average amount of information extracted from measurements.

2. For signals with monotonic dependence, the autocorrelation function
from the modulus of its independent variable is obtained by the simple ex~
pressions (5) and (6) for calculating the magnitude of shift of the
reference signal delay.

3. An optimum detection algorithm is given for pseudonoise and composite
signals. Comparison of the average time for detecting the delay in a
pseudonoise signal with the optimum algorithm and with a linear scanning
algorithm has shown that with the optimum algorithm, detection is accomplished
1.75 times more rapidly on the average.
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GROUND AND SPACE MICROWAVE LINK RADIO WAVE PROPAGATION

Moscow RASPROSTRANENIYE RADIOVOLN NA TRASSAKH NAZEMNYKH I KOSMICHESKIKH
RADIOLINIY (Propagation of RAdio Waves on Ground and Space Radio Links)
in Russian 1979 signed to press 27 Dec 78 pp 2, 290-293

[Annotation and table of contents from book by Anatoliy Ivanovich Kalinin,
Svyaz', 3,600 copies, 296 pages}

[Text] This book examines the laws governing propagation of microwaves on
line-of-sight microwave relay links, tropospheric microwave relay links,

and satellite communication links and presents methods of calculating the
statistical characteristics of signals. The author also presents data on
propagation of microwaves, requisite for solving problems of electromagnetic
compatibility of different radio systems using common frequency bands.

This book is intended for engineers and technicians working on the develop-
ment and design of ground and space.radio links; it can also be useful to
upper-division students enrolled at communications electrical engineering
institutes.
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UDC: 621.396.4
RADIO RELAY COMMUNICATIONS
Moscow RADIORELEYNAYA SVYAZ' in Russian 1979

{[Annotation and Table of Contents from Book by V. V. Markov, Izdatel'stvo
"Svyaz', 368 pages] ’

[Text] This textbook is intended for tekhnikum students taking the radio
relay communications course on specialty 0706 "TV equipment and radio relay
communications.” The book describes the principles of designing direct
visual range radio relay lines, and tropospheric and satellite communica-
tions lines, Basically, radio relay lines with frequency division of
channels and frequency modulation are considered. Apparatus design prin-
ciples on examples of radio relay lines being operated at present are

considered.
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UDC 621.396.96
INTERFERENCE OF SIDE LOBES OF A LINEAR-FREQUENCY SIGNAL FROM A NEAR TARGET

Kiev IZVESTIYA VYSSHIKH UCHEBNYKH ZAVEDENIY: RADIOELEKTRONIKA in Russian
No 7, 79 signed to press 24 Mar 78 pp 93-95

[Article by P. M. Golubev]

[Text] The possibility of using 2 LChM [linear-frequency modulated]
signal depends to a great extent on the interference action of side
lobes. The interference is determined not only by the level of the
side lobes, but also by the nature of the relationship between this level
- and time. 7his is demonstrated especially when remote targets are de-
tected on tie background of side lobes of the signal from a near target.
The relative position of signals in this case is shown in Fig. 1. 1In
this figure,Z is the delay time of signal 1, reflected from the near
target,

Fig. 1

We will find the signal to lobe ratio

Ay

In= .‘m’
where Ay is the amplitude of signal 2, reflected from the remote target;
A is the amplitude of the side lobe of signal 1. We will seek

this ratio for those time intervals between signals équ in which the
side lobes of signal 1 are maximum.
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We will assume, first, that the LChM signal processing is done by means

of a matched filter. Then the signal envelope at the filter output may
be represented in form [17 .

in TAA _|AT|
sin nAf t(l -

A(A)=A ,
nAfAT i
. (1)
for ATIKT,
where Af, T are, respectively, frequency deviations and the duration

of the LChM signal,

The distribution of side lobe maxima along the time axis depends on the
value of the base B = AfT. The analysis of expression (1) shows that
side lobes with clearly expressed maxima take place at B > 4, 1If, for
simplicity of the analysis, we assume that B is an even number, then with
sufficient accuracy, it may be considered that the maxima of the side
lobes correspond to the moments when the sine in expression (1) is equal

to unity. Then on the basis of (1), we will obtain for moments that
determine the position of maxima,

'y

A-:mAf=3,4 for m=1,B=14

%[l—V:—ﬂQ’i ] for neB_ L

At Af = B 4 2

™| Zomin T B 1 3 @
?II—I-V B _IJ for -4—+-§.<m<_2__1'

where B > 6 and B/2 is an odd number;

%[1—]/1—_2— _(?_"LB‘"_..'_)] for igmgf-,

@)
B
)

Av Af = e —— B B
" [1+ V'—’("’”“aﬁ'*'” --1I for  T<mgy -2 .

where B> 8 and B/2 is an even number.
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- In expression (2), m is the number of the side lobe. It follows from (2)
that for an even base and B > 6

: % (1 - V:—_E.) < ArmAig_g_ (1 + ]/ T_‘%) ©®)

For these limits on the basis of (1), we will obtain the amplitude of side
lobes of signal 1

A
) Asm = AN

Tm

The signal from target 2 may be expressed through the signal from target 1,
if the relationship between the amplitudes and the effective dispersion
area (EPR) of the target and the distance are taken into account

5 __ v @
A= A V’s_: + Atm)’ 4

where S is the EPR of the target. Then we obtain for the signal to lobe
ratio

S, ! ’
n V_S_‘_ Afde, ©
_ =—7 At_\2
qm (l +,:"_".)

when condition (3) is met.

md6_(1) .96 (1) ‘
f et T & 2_;/%3 ]
AT L4
4 /,;: ™~ “ :\(f’// i
o PO stalitgmih
0 < 0 =t
5Tmaf h
0 ] w2 ] 7]
Fig. 2 Fig. 3
1. Db 1. Db
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In Fig. 2 are shown the q distributions in the side lobe zone of action
for various distances frofl the near target, expressed by the number of
resolution sections. These distributions were calculated from (5) on

the assumption that target EOR are equal. By taking into account condition
(3), it is possible to use the curves of Fig. 2 for various signal bases.
It is then found that the interference of side lobes increases with the
decrease in the distance to the near target. The interference by more
remote lobes increases especially strongly. '
Inasmuch as the very last lobe appears for AtmeT,
tamel 00 the basis of (5) we will obtain

, then for

5,
P V-g-:- ThinAf
Gy ot ————

where 4, is the delay time corresponding to the minimum distance to
the near target.

It follows from here that to reduce the interference of remote side lobes
it is necessary to increase the frequency deviation and decrease the
duration of the signals,

It follows from the curves that for TAf<10 , detecting targets in

the action zone of side lobes will be unreliable, especially if the EPR

of the near target is greater. Therefore, additional measures for reducing
the side lobes are necessary.

Usually, a frequency weighted processing [1] is used for reducing the
side lobes in the receiver after compressing the LCHM signal,

We will assume that after weighted processing, the spectrum of the compressed
signal may be approximated by a curve of form

. G (0) = k(1 — &) cos? ) (&)

7 (© — )
Aw

where o K k\<1. Expression (6) for a rectangular LChM signal spectrum
describes the frequency characteristic of the weighted processing filter.
On the basis of the Fourier transformations, we will obtain the following
expression for the signal envelope at the output

o%
ABy=a|! = TFE BB sinxarar |. ™
1 —(AfAT)? nAfAT
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- It follows from (7) that when k=o there is a sharp decrease in the side
lobe amplitudes in the far zone and that when k=0.08 the smallest peak
level of side lobes is obtained. Both cases are characterized by small
losses for mismatching and a small reduction in the resolution capacity

(g . '
Fig. 3 shows distributions of at various distances to the nearest
target calculated on bases (4) and (7) on the assumption that the EPR
of targets are equal (solid lines for k=1, broken lines at k=0,08).

1t follows from Fig. 3 that weighted processing at k=o makes it possible
to reduce sharply the interference of the remote side lobes. As a result,
favorable conditions are provided for detecting remote targets at
practically any distances to the nearest target. The greatest interference
in this case is due to the near side lobes.

Weighted processing at k=0.08, conversely, provides the best conditions
for detection on the background of the near side lobes, while remote
lobes provide the greatest interference.

The analysis above makes it possible to conclude that the best detection
conditions in the entire side lobe zone at minimal losses for mismatching,
and a small reduction in the resolution capacity may be obtained by the
combined utilization of the indicated weighted processing devices.

BIBLIOGRAPHY
- 1. Kuk, Ch.; Bernfel'd, M. '"Radar Signals.'" Moscow SOVETSKOYE RADIO,
1971
COPYRIGHT: '"IZVESTIYA VUZOV SSSR-RADIOTELEKTRONIKA', 1979
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- ' UDC 621.396.931

ON THE EFFECTIVENESS OF CIRCULAR POLARIZATION ANTENNAS IN SYSTEMS OF RADIO
COMMUNICATION WITH MOVING OBJECTS

a Moscow RADIOTEKHNIKA in Russian Vol 34, No 1, 1979, pp 72-75
[Article by E. S. Golovin]

[Text] A number of methods of increasing reliability and noise stability of
communication systems working under the conditions of multipath propagation
of radio waves of the meter and decimeter ranges [1], for example, adaptive
and spaced reception, developed for tropospheric radio lines, due to the com-
plexity of instrument solutions and the necessity of expanding the spectrum
of woking frequencies, still cannot be realized in systems of communication
with moving ground objects.

The searching for the ways of further lowering the intensity of multipath
interference led to the idea of using radio waves with circular polarization
in systems of mobile radio communication, and the results of the first ex-
perimental work [2,3] are already encouraging. The purpose of this work is
to give a theoretical evaluation of the gain in the suppression of multipath
interference in switching from the linear polarization of radio waves to cir-
cular polarization.

Let us assumethata stationery transmitter emits a monochromatic wave with
circular polarization which can be represented in the form of a sum of waves
with orthogonal (vertical and horizontal) linear polarizations

Ex = Eo; expig, + E,, expl (?. + —;—) Eoz = Epy

The field at the point of reception is formed by a direct wave from the trans-
mitter and N reflected waves arriving chiefly in a horizontal plane from re-
radiators, for example, from the walls of artificial structures arbitrarily
situated around the route of the mosment of the object, i.e.,

Eg = Epp+4 Egrp = [E, exple, + E, expl (% + _’2'_)] + -

N N
+ [Exz 2 Kpnzexply, 4 E, 2 Knxexpl (Tn +%)]- (1)

n=l n=1
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where E,, Eg, \(’11; E1z, E1x, {, are the amplitudes and phases of the ortho-
gonal components, respectively, of the direct and reflected waves (E,=Ey,
E12=E1x); Knz, Knyx are the reflection coefficients for the waves, respectively,
with vertical and horizontal orthogonal polarizations of the field.

1)

ompaxcennsie
fJonnst

(%) npamar danna < vy

Figure 1
Key: 1. Reflected waves
2. Direct waves

In the general case, coefficients K,, and K,y are complex values and are de-
fined by the known Frenel formulas. Since we are going to solve the problem
not of an absolute but a relative evaluation of the suppression of multipath
interference in switching from linear polarization to circular polarization,
it is possible to simplify the analysis and consider the reflectors as ideal
dielectrics, particularly because a number of concrete and brick structures

have similar properties for the waves of the metric and decimetric ranges.

Then Ky, and K,y are independent of the frequency and electric conductance
of the reflecting surfaces, i.e.,

. tcos, — y e —sin' B,
Kos = Ks On) =~ ost, + Ve sinod, 2

cos 6, — yfc—sin’ﬁn_
Kpz = K:(Bn) - cos 8, + /s—sln’ﬂ,.'
where 8, is the angle of incidence (reflectio@ of the n-th wave (Figure 1),
and £ is the dielectric constant of the material of the reflectors,

Since the orthogonal components of waves have different reflection coefficients,
each reflected wave at the reception point has now an elliptic polarization

and not circular polarization, and at 0 << 8y << 85 the directions of the
rotation of the vector of the electric field and the vector of the direct

wave are opposite, and at 6 < 8, < J7" /2 they coincide. The angle 8
(Brewster angle) is equal to 8 =arccos (1/ Vi=g).

Any wave with elliptic polarization can be represented in the form of two
waves with circular polarization of mutually opposite rotation

: / E,+ E,
E = E,expl o, + Eyexpi(% +~-;—)—[ ‘-; expig, +

E, + E, E,— E, E,—E
+ '; expl(v.+%)]+[ 5" expigy + —5 'exw(?.—-g-)].
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Applying this rule to all reflected waves and switching from orthogonal scan-
ning of each wave to the usual recording, we have the following for the field
components at the point of reception instead of (1):

N
Ey = Egp+ Eozpy + Eorps = Eoexpl 9, + 0,5E, 2} [K: (9) +
OS] st
N
+ K (82)] expl ¢ + 0.5E, 2V [K; (82) — K  (9a)] €xpl @
n=1

Key: 1. Direct
2, Reflectedl

If the moving object has a circular-polarization nondirectional antenna
matched with the direct wave of the transmitter Egiy » then the electromotive
force at its output is created only by the direct wave and the first field
component of the reflected waves Epoflectedl- HOWever, the second compon-
ent Ereflected? are not received, because the reflected waves forming it have
the opposite direction of rotation of the planes of polarization to Egj, and
Ereflectedl:

The total power of the reflected waves received by the antenna and creating
interference to reception will be determined with the aid of the expression
for the function of spatial correlation of the field at the point of recep-
tion, For this, we shall make up the product

N
EnvpiEarpt = 0.25E2 D\ [K: (8) + K (8a)] exp (— 1 9a) X

n=]
N

2
. X DKz On) + K 0a)] expt (30 + - r cos ). .
- n=1

Yhere E:gflectedl is t?e value of complex conjugate of Ereflectedl’ E;eflectedl
is the field at the point removed from the initial point by the value of
spatial separation r, and the phase of the n-th wave at this point changes by
27T/ r cos %3 Olp is the azimuthal angle of the arrival of the n-th wave
at the point of reception; is the wave length. In order to obtain the
correlation function, it is necessary to perform averaging in (3) over the
ensemble of possible statistical values of random geometric (8, and ) and
phase ( (P,) angles:

N N
EorpiEorp) = 0256} 3} D [Ks )+ K On)] [Kz (Om) +

a=1m=1

+ Kz (0)] expl (?m—-?,.)cxpig;‘—‘—r cosa,,,>. (4)
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It is evident that there exists a definite dependence between 6, and A n?
therefore, having expressed (X = £(8), it is sufficient to perform averag-
ing only over Op. Since the time delays ‘T, of reflected waves are inde-
pendent, and their root-mean-square deviation on real routes are greater than
the period of oscillation of the metric and decimetric ranges [5] then it is
possible to consider that the random phase angles (P, = )T, are statis-
tically independent from one another and of 6,. Then the right part of (4)
can be represented in the form of two separate averages over 6, and ¢ .

N
(E;rplE:npl) = 0.95Ef Z <[K: (8a) + K (6,)]* exp [l -2% rcosa (6,,)]> +

n=1
N N
+0.258] 3 ) K () + K ()] [Kz (Om) +
nm:l
+ K (6m)] exp[l % rcosa (9,,,)]> < expl (9m — 9,) >

The slow nature of the variations of ‘T, along the movement routes makes it
possible to speak of the constancy of the distribution density wWo(T - To
in each 2497  interval for any values of K, x(8n) 2nd K, x(@p)- Comsequently,
the value of Wo(T m~Ty) is evenly distributed in the interval 0-2T and is
independent of Kz,x(Gn) and K, 4(6m), which is in agreement with the data given
in [4,5]. Then Z expi( Yy— ) > = 0 and we have for the spatial correla-

tion functior
=/2

Borp(r) = 0,25NE} S[K, ©) + K O)) exp [: Z o cosa (o)] W (6) b,
]
where W(8) is the distribution density of angles 6.

The solution of this integral would make it possible to determine not only
the spatial correlation function of the electric field, but also, by using
the relation r = v (v -- speed of movement), to go over to the time cor-
relation function and the energy spectrum of the multipath signal in the
antenna of the mobile receiver matched with the direct wave with respect to
polarization. The difficulty lies in the absence of experimental data on

the functional dependence between the geometric angles A = £(8). However,
in order to solve this problem, it is sufficient to know the dispersion of
the reflected waves, and this does not require the clarification of the above
depend. nce. In fact,

=2

92 = Bory (0) = 0.25NE] § Kz (6) + K., (O W (0) 6. ‘

The reradiators are concentrated arbitrarily around the moving object, there-
fore it is expedient to consider that angles 8 are evenly distributed in the
interval 0—8o, i.e., W(8) =1/8,. Morecver, the maximum value of 8 < 1 /2
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(at 8 = (IT/Z, the reradiators must be arranged directly along the route of
movement), and for concrete and brick reflectors g > 3 4+ 4, then the value
of sin2@ under the radical in formulas (2) can be disregarded. The integral
obtained as a result of the substitution of the W(B) law and simplified ex-
pressions for Kz(8) and Ky(8) in (5) is reduced to a tabular integral, and
its solution is written in the form

0,25NE? ¢ sln 28, _
T ['—()/t'+tcosan)(}/?+cos0.)
8 Vrarctg A + 41n\ B| ] (6)
T =0 yYsi—=1 (=1)yi—1J .

where
- 8o s
Jio1 (}/'E_l)(g——2 +ye—1
A== 5 B~ — 5 .
,/g—l (-}/"__])‘g—-2 _— ¢—1

For comparison, let us determine the dispersion of the field of the reflected
waves when nondirectional linear antennas are used in the transmitter and
the receiver (for example, vertical dipoles). In this case, (5) has the form
=/2
2
€; = Borp (0) = NE? § K2(8) W (0) a6

Solving the integral with consideration for the assumption introduced above,
we obtain

2 N_Ef[a 8v% - 4esind, ]
% =, '+(z—-|)y'.——‘1 arcig - (c—1)(y e+ coss,) | €}

In order to evaluate the erfectiveness of the circular polarization antennas
which, unlike linear antennas, receive only a part of the energy of the re-
flected waves, let us make up the relation

8y ¢ _ Aesinb,
W et A T (Vi oty

UKW

2¢ sin 20, 8: v sarctg A 4in|B|
0'25[“'—(/24-scose.)(/?+coso.)_(-—l)-,/c-l =1y e—1

]- (8

21 2 ’
The dependence diagram of ’zI“.' 28 (Figure 2) plotted with the aid of
(8) makes it possible to make the following conclusions,
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w 3 o 1§

Figure 2

1. The dispersion of the field of reflected waves received by a circular-
polarization antenna is considerably smaller than the dispersion of the total
field of the waves received by a linear-polarization antenna. This is ex-
plained by the peculiarities of the rereflection mechanism of waves and the
property of circular-polarization antennas to accomplish the wave polariza-
tion selection.

In fact, waves from a transmitter, for example, with counterclockwise rota-
tion of the vector of the electric field, when reflecting from a system of
independent reradiators along the route due to different moduli and phases of
reflection coefficients Kpz and K,y, change to a set of elliptically polar-
ized waves each of which has a depolarized component with clockwise rotation
of the vector of the electric field, If the receiving antenna matched with
the direct wave from the transmitter has counterclockwise circular polariza-
tion, then the depolarized component of the reflected waves will not induce
an electromotive force in it and, consequently, the power of the multipath
interference at the input of the receiver will decrease.

2. The intensity of the depolarized components unmatched with the receiving
antenna depends on the angle of reflection (incidence) 8, increasing as it
decreases (it is known that at 8,=0, i.e., during normal incidence of a wave
on a dielectric plane, the direction of the rotation of the vector of the
electric field changes to opposite). Therefore the relation af/# and,

- consequently, the effectiveness of circular-polarization antennas from the
viewpoint of the selection of multipath interference increases sharply at
narrow beams of reflecced waves (the range of angles 8, is small) which can
be formed by reradiators situated in the vicinity of the transmitter and fol-
low the moving object or by reradiators ahead of the object along its route
and come toward it from the opposite direction. This situation occurs fre-
quently along real routes, particularly when communicating with automobiles
on country highways and trains in electrified sections of railroads, as well
as when receiviny :signals with a stationary receiver whose antenna is situated
considerably higher than local reradiators.

3. There exists a definite dependence of the relation c?hz on the di-

A

electric constant of the material of reradiators. As £ increases, the
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cllectiveness of circular-polarization antennas also increases, which, evi-
dently, is explained by less sharp changes in the reflection coefficient with-
in a wide range of the angles of incidence of waves and increase in the power
of waves unmatched with the antenna with respect to polarization.

Bibliography
1. Nimirovskiy, A. S. ELEKTROSVYAZ' [Telecommunications], No 5, 1970.
2. Cunningham, M. L. TRANS IEEE, Vol com-21, No 11, 1973.
3. Llee, C. Y., Yeh, Y. S. TRANS IEEE, Vol com-20, No 5, 1972.
4. Clarke, R. H. BSTJ, Vol 47, No 6, 1968.
5. Gans, M. J. TRANS IEEE, VT-21, No 1, 1972,

COPYRIGHT: Radiotekhnika, 1979

10,233
€SO: 1860

89
FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000200040025-8



APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000200040025-8

FOR OFFICIAL USE ONLY

UDC 621.396.931

ACTUAL NOISE-IMMUNITY OF AUTOMATIC SELECTION DEVICES IN MOBILE RADIO
COMMUNICATIONS SYSTEMS

Kiev IZVESTIYA VYSSHIKH UCHEBNYKH ZADEDENIY: RADIOELEFTRONIKA in Russian
No 7, 79 manuscript received 19 June 78 pp 75-78

[Article by E. S. Golovin]

[Text] When designing mobtile line radio communications system for main
transport lines, the problem arises of providing continuity of information
exchange between subscribars of the central office (TsS) and the mobile
radio station (MS) when the station moves from the zone of action of one
line office (LS) to the zone of action of another. There are two basic
groups of radio systems depending upon the method of their solution.

In the first group [ 1] , transmitters of adjacent LS, connected to

each other and to the TsS by a line communications channel, operate
simultaneously on different carrying frequencies, while in an equal-

signal zone in the MR receiver is implemented by an automatic selection
signal of the transmitter of that LS, that provides a greater signal

to noise ratio n in the channel at a given moment. In the reverse direction
of communications (MR- —» TsS) an LS receiver, also with a high value of n,
is connected to the line channel, while a receiver for other LS is
disconnected in the TsS apparatus to avoid interference signals,

The second group includes systems in which transmitters of adjacent LS
have equal carrying frequencies, however, a transceiver of only one LS is
always connected to the line and the radio-chamnels. The connecting
signal is formed in a special TsS device after an analysis is made of n
ratios at the receiver outputs of all LS, To implement such systems which
save the number of channels between LS and TsS, it is necessary to provide
additional control channels [ 2 .

In these and other systems, devices for automatic selection of the best
branch LS ZZ MR that solve the problem of the information exchange
continuity are used and, moreover, with proper selection of parameters,
raise the reliability of communications in an equal-signal zone when
signals fade due to the multibeam propagation of radio waves. Automatic
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selection devices are also provided in TsS and MR receivers of radial
communications networks for organizing space-diversity reception.

The advantages of automatic selection over separate reception, from the
viewpoint of raising the reliability of communications and improving

the signal to noise ratio in a channel with a fading signal, are well-

known [ 3] . However, retuning the MR receiver in an equal-signal

zone in line communications systems or switching antennas with diverse
reception in radial communications systems are accompanied by the origination
of switching noises, because the processes in branches, in the first

case, differ in frequencies and, in the second case, are not synphase,

This paper evaluates the powers of the indicated kinds of noises and
determines the conditions when the power approaches the minimum value.

As is well known, two types of automatic selections are available --
simple and optimal. In optimal automatic selection, at any moment of
time, communications are implemented over a branch with the maximum ratio
of n and requires continuous comparative analysis of n in both branches,
which requires the use of two receiving channels. The latter is very
undesirable in the apparatus of mobile radio systems, therefore, a simple
automatic selection is usually used instead of the optimal one in which
communications are implemented over a branch with a ratio n, exceeding

a given threshold level n,, switching to the other branch every time that
condition n > n, is violated.

We will consider a radio communications line system in which transmitters
of adjacent LS radiate monochromatic signals with different frequencies

, and 522_ » while simple automatic selection in receiver MR is
reduced to retuning the latter from frequency %, to frequency R,
and back according to a signal of the analyzing threshold device, connected
to the output of the UPCh [1ntermediate frequency amplifier] channel.
Then the signal at the input of the converter will be a random process

§(f) with a sudden change in frequency, which assumes one of two
independent values §, and f2, and remains constant in a finite
segment of time -- equal frequency interval AT , the length of which
is determined by the statistics of fading and the threshold level of the
analysing device. In analysing such a process, the behavior of its phase
and frequency is of great importance, while changes in amplitude, important
only for the operation of the analyzer, may be neglected and the following
can be written

ety =Y¥2 cos [oat+qa],

4 where qk -- are, in the general case, initial random phase signals in
the diversity branches, constant in interval .

An expression is obtained in [Qj] for the normalized average correlation
function of a similar process with a frequency assuming N possible values,
which for our case assumes form

91
FOR OFFICTAL USE ONLY

APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000200040025-8



APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000200040025-8

FOR OFFICIAL USE ONLY

L]
RO=FOEE—1=Po(x) X P@,)[1 —vP (R, )] cosQ, v+

mm]
2
+ Y (@ )pe0sa 1, o]
M=y
where @) -. probability of O, =0, y=cos(@—q): Po(x)__
probability of moments t and t-<T being located in an equal frequency

interval.

Statistical signal parameters in branches in an equal-signal zone may be
- considered equal, therefore, we will assume that P(R))=P(Qy) =05,
while equal frequency intervals AT coincide in length and are equal to the
average interval length between blips AT of the envelope of the narrow
band process above level C, coinciding with the threshold level of the
analyzer. In Rice's model of fading, which is true, if, at the receiving
point, there is a direct wave from the stationary transmitter with amplitude
A, and M-reflected waves, forming a normal process with dispersion

we have [5] ° 7
= 1 ./ 3 o [Atm) B 2
A‘C-——'n—. Texp(——z—— mt ()
0o
- where
my
. A& )
B=\ xexp|— b} b _ A .
6‘ ( 2 ) o (Ag1x) dx, my %> A“_?o'"po

-- second derivative of the autocorrelation function of the normal
process at ‘T = 0. Then

l—|z /&x for |t|git

) Y for |7|>3%. 3

LA

]

Taking into account (1), we can write

R (x) = 0,5 {1 — 0,57} [| —| ¥ |/A%] [cos @, + cos Q1] +

+ 0,25y [cos ;T - cos QyT]. (4)
Normalized spectral density of the average power of process E(t) is
equal to
92
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sin? [(0 — 2,) A7/2) | sin? [(0 — Q,) AT/2)
(0— Q,]) A (0 — Q,)% A7® 1
+ 0.2577 [6 (0 — 0,) + 8 (0 —Qy)}. ()

S(w)= 2IR(1) cos widt = (1 —o.sy)Tr[
0

Frequency components +R1 and w +g?-z are not considered here
because the width of the power spectrum of the fluctuating process is
much smaller than the values of received frequencies R‘ and 5?.:,_ .
The first two addends of (5) characterize the continuous (noise) part of
the process, while the last two are discrete (signal) components.

We can calculate the power of the noise and signal components at the UPCh
output with an ideal filter and a 2AW bandpass by formula

Qu-tao
1
: Py=-r j S (@) do,
- Q,—A0
where Q=0 —Q =0—Q] is the intermediate frequency of the receiver,

The solution of this integral taking into account (5) has the form

2(1 — 0,5y) R U 6
l= ﬂA(ﬂKT feos (Am Av l)] + n (l 0v5Y) 51( (0] T)+ Y, ( )

where Si (z) is the integral sine .

The quotient of dividing the last addend by the sum of the first two gives

the signal to-noise ratio at the modulator input. Calculations according to
formulas (2) and (6), presented as curves in Figs. la and 1b, make it possible
to draw the following conclusions.

For a given UPCh Aw bandpass, the signal-to-noise ratio of switching
decreases when interval AT increases (Fig. la), because the percentage of
time increases during which the level cf the received signal is lower than

. the analyzer threshold in the automatic selection circuit and the switching
speed of the communications branches increases. In case Aw and AT are
constant, ratio P¢/P,x  reaches the maximum value when phases of signals
in branches are (Y = 1) and decreases when the correct phase is absent

( 'Y < D).
The length of interval AT » according to (2) and Fig. 1b, depends on

the analyzer threshold (Co/o“a ), the ratio of direct and reflected waves
(Ao /0'0 ), as well as their statistical parameters Pg. As shown in
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Le ], in mobile radio communications .ystems Po is determined by the

nature of the multiwires and type of antenna system and is in the order of
14
o= — s, where 0z=00 g is the doppler frequency.

It is possible to increase ratio P /P, for given communications
conditions by reducing the threshoid level of the analyzer. However, in
this case, the automatic selection loses its advantages from the viewpoint
of increasing the reliability of communications during signal fading and
raising the signal to thermal noise ratio

Pc
n= T,—u';
Actually, the distribution density of this ratio for a doubled automatic

selection with the Rayleigh type of signal fading is determined by
expression [3]

N

/ v

where ny == ratio of medium value of signal to the noise dispersion,
n,= AL Jod;
n, -~ ratio of threshold level of the analyzer to the nolse dispersion

no=Cilod; E(n—ng) =1

E(ln-n ) =1atn > n, and 0 at n < n . Average value of n on the basis
o
of (7) is equal to

n
L R Gt

mT

The value obtained approaches the maximum value at M= loapt =i,
while the ratlo
P

P —~max at ——0,
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It follows, therefore, that there exists an optimal value of the threshold
level of the analyzer at which the noise resistance of the receiver will be
maximal for two kinds of noises.

It was assumed previously that the length of equal frequency intervals 4T

in the equal signal zone is constant and is equal to the average interval
between the blips of the narrow band process, This limitatlon may be removed
if the distribution density of such intervals W( AT ) is known. Then, instead
of (3), it is necessary to write

Py(1)= g (1 — iv|/AT) W (Av) dAT

]

and make similar calculations. Regrettably, no expression fo W(aT ) conven-
ient for calculation has been published even for a Raylelgh model of fading.

The relationships obtained in the paper may be used also for evaluating the
actual nolse resistance of an automatic selection installation when organizing
the usual space-diversity reception. In this case, the reception frequency

is constant P(R)=P(Q)=1 and multiplier 0.5 in front of coeffi-
cient y disappears in expression {6). Then, for a full inphase state of
signals in branches { Y-:l ), independently of threshold level

PC

which was to be expected.
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- ELECTROCOMMUNICATIONS EQUIPMENT AND ITS PRODUCTION

Moscow APPARATURA ELEKTROSVYAZI I EE PROIZVODSTVO in Russian 1979 signed
to press 25 Oct 78 pp 2, 326-328

[Annotation and table of contents from book by Anatoliy Filippovich
Gryzlov; Aristid L'vovich Meytin'sh; and Yuris Petrovich Pone, Izdatel'stvo
"Vysshaya shkola," 17,000 copies, 328 pages]

[Text] The technology of assembly and wiring operations during production
of electrocommunications equipment is examined in the book. Particular
attention is devoted to the switching and electroradio elements which form
the basis for switching and channel-forming equipment. Information on
telephony and telegraphy, as well as the principles of multichannel communi-
cations are presented, and power-supply devices are described. Individual
chapters are devoted to interchangeability, tolerances and play, technical
and electrotechnical measurements, quality control and labor safety

procedures.,

Table of Contents Page
Introduction 3
Chapter 1. Tolerence and TEchnical Measurements 5

1. Interchangeability of parts 5
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7. Assembly devices 28
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3. Technology of wiring operations

Wire installation

Printed circuit installation

Construction of printed circuit boards
Technological foundations of printed circuit boards
Technology for producing printed circuit boards
Electrical wiring connections

Soldering electrical wiring connections
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General information
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Long distance MRU [Interrayon center] telephone
office switchboards
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Converters, Inverters, Transducers

UDC 535
ELECTRONIC-OPTICAL CONVERTERS AND THEIR USE IN SCIENTIFIC RESEARCH

Moscow ELEKTRONNO-OPTICHESKIYE PREOBRAZOVATEL I IKH PRIMENENIYE V
NAUCHNYKH TSSLEDOVANIYAKH in Russian, 1979 pp 432

[Annotation and table of contents from book by Mikhail Mikhaylovich Butslov;
Boris Mikhaylovich Stepanov; and Sergey Dmitriyevich Fanchenko, Izdatel'stvo
"Nauka," 432 pages]

[Text] This book considers a broad calss of devices for spectral conversion,
amplification and analysis of pictures. The first section presents the
physical principles of forming and tramsmitting pictures. It also con-
siders certain general properties of pictures with brightness near the
threshold and of short duration. The second section of the book describes
electronic-optical converters and brightness amplifiers of various systems,
while the last two chapters of the fourth section describe experimental
apparatus and apparatus manufactured by industry for electronic-optical
high-speed photography.

The third and fourth sections present a detailed review of the use of elec-
tronic-optical devices and apparatus in physical research (including laser
and thermonuclear), in astronomy, biology and medicine.

Table of Contents Page
From the editor 6
Foreword 9
Introduction 11

= V.1. Brief outline of the development of the equipment
and the use of EOP (Electronic-optical converters) 11
V.2, Principles of picture transmission 14
V.3. Oblaining electronic pictures in an electrical field 18
V.4, Problems of picture metrology 22
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ELECTRICAL CONDUCTIVITY SENSORS

Moscow DATCHIKI ELEKTROPROVODNOSTI in Russian 1979 signed to press 19 Dec 78
pp 2, 156-167

[Annotation and table of contents from menograph b&lMikhéiliﬁatveyevich
Zakharov, Izdatel'stvo "Nauka', 1800 copies, 156 pp]

[Text] This menograph discusses sensors based on inductive windings and
ring magnets and also sensors in the form of systems of electrodes of
various configurations. A theory of sensors is presented, taking account
of the nature of interaction of a quasistationary electromagnetic field
with a semiconductor, and problems of analysis of sensor characteristics
are solved.

The book is intended for scientific, engineering and technical workers.
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Electrical Engineering Equipment and Machinery

UDC 621.371.5. [I1llegible] 11
MATHEMATICAL SIMULATION OF EXTERNAL ELECTROMAGNETIC FIELDS OF SOURCES

Minsk IZVESTIYAVYSSHIKH UCHEBNYKH ZAVEDENIY: ENERGETIKA in Russian No 6,
1979 pp 34-38

[Article by Docent S. M. Apollonskiy, Candidate in Technical Sciences]

[Text] At the present time various methods of passive shielding are used for
lowering external electromagnetic fields of electric equipment, The deter-
mination of electromagnetic fields and calculation of shields present cer=-
tain difficulties.

However, the solution of problems of shielding can be simplified substantially
if the real sources of electromagnetic fields are replaced by their equivalent
models which are a set of dipoles., As was shown in [1], it is possible to
create them if there are available data about the nature of the distribution
of the fields over some geometric surface of the second order covering the
sources of the fields. The distribution of the fields of real sources is
presented in the form of the sum of electromagnetic fields of dipoles arbi-
trarily oriented and arranged within the above-mentioned surface. The di-
poles used in modeling

Do, ),

where i=l, 2, ..., 6 is the number of dipoles, are defined by six parameters:
the components of the moment 1)(t) of the dipole along the axis of the co-
ordinates and _3 (? -= coordinates of the center of the dipole. The moment

of the dipole M (1) (t) is the time function and in quasi-stationary approxi=

mation can be written in the form of

M) = My exp [ (0 — aB)l,

s
where M(l)m is the dipole moment modulus; @ is the frequency of the electro-

magnetic field; & -- is the coefficient; and & 1is the coordinate.

7
For a rotating field: ¢=—— &= for a traveling field: a=—::f—

e=yx; and for a pulsating field: & = 0. Here, T is the pole pitch.

In order to determine the parameters of the dipoles of an equivalent model,
it is necessary to have information about the arrangement of the sources and
their geometry. Therefore, in their analysis it is assumed that the
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arrangement of the sources and their form are known and, consequently, the

z approximate arrangement of the dipoles is also known. In additiom, it is
also assumed that the frequency spectrum of a real electromagnetic field does
not exceed 5000 Hz, which makes it possible to use the quasi-stationary ap-
proximation in solving a system o f Maxwellian equationms,

This article gives a method of numerical determination of the parameters of
specially oriented dipoles with whose aid it is possible to replace a real
field of a source at any distance from its surface.

1. The problem of the determination of the parameters of dipoles approximat-
ing a prescribed field 1is formulated in the following way. Let us assume
thag normal electric or magnetic intensities of the electromagnetic field
Fn]k are known at points Qr(k=l, 2, ..., N) which are evenly distributed
over a second-order surface § (of a sphere, circular cylinder, ellipsoid,
etc), & nlk are the corresponding normal intensities of electromagnetic
fields of dipoles which approximate the external field of the source. The
problem is solved if the parameters of the dipoles are determined in such a
way that the error J , when the field of the source is replaced by the field
of the model,

N

- 8= [Fa(Q—2. @l (1)

k=1

is smaller than the prescribed number ¢(5§<<e).

In order to solve the problem, the normal electric or magnetic intensities

of the electromagnetic field known at the points of the surface must be com-
- pared with the corresponding intensities of a field arbitrarily located and

oriented in relation to the center of the coordinates of the dipole.

In order to determine the electric or magnetic intensity of the electromag-
. netic field of the dipoles, it is possible to use the expression for a scalar
dipole potential in the form of [2]:

-> -
M(L)RoL (2)
- 4z (n, e)RoL
where ﬁ(L) is the vector of the magnetic or electric dipole moment; (it, g)

are the relative magnetic and electric permeability of the medium, respec-

tively; Rpp, is the distance from the point L of the location of the dipole
to the observation point Q

V@ —

Rav == 1 (x1— xq)* + (v — ya)* + (2. — 2q)* -

- *If the distribution Fol x is prescribed on a closed surface, then the field
outside the surface S is fully determined. This follows from the unique-
ness of the solution of the external Neumann problem.
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With consideration for (2), the intensitiesj?(Q) on the. surface S are deter-
mined from the expression ;

. ] s _IiQL - > . hi(L) ]‘ f
FQ ey [ o M) Rar) = = 3)

QL

In order to find the dipole parameters

MO (L), MP (L), ME (L), xrer Yoo ZLis
where 'AﬁD(LL AﬁP(LL Aﬂ“(L) are the components of the moment of the i-th
dipole;  XiLiy Wity 2Li are the coordinates of the center of the i-th dipole

(i=l, 2, ..., G == the number of dipoles, equivalentizing fields of the
source), a system of algebraic equations is constructed:

FH(Q>|,,=[ e [3 e <M<L)EQL)~%‘3—LL’—]L. (4)

If Fn(Q),k are known, the system of equations (4) makes it possible to deter-
mine the parameters of each of the G dipoles. To do this, it is necessary
to solve a system of equations for N > 6G. Due to the fact that the equa-
tions of the system are nonlinear, the most effective method is that of dif-
ferentiation with respect to the parameter [3,4]. The latter can be consid-
ered as an approximate method of solving a system of nonlinear equationms.,

2. The determination of the parameters of dipoles of a model of an electro-
magnetic field of a source is carried out in the following sequence. First,
we find the parameters of the first dipole satisfying normal intensities of
the field on the surface S at a certain number of points Q. As a rule, a
dipole creating maximum known field intensities on S is selected. On the
same surface, normal field intensities created by the dipole at points Oy~
P n(Q)lk are calculated, and then the error & (1) and the remanent field with
intensity F(l)n(Q)ik are calculated, Then, the intensities of the remanent
field are used to determine parameters of the second dipole of the model,
the error O (2) and the second remanent field with intensity F(2),(Q)| k.
If necessary, the parameters of the third dipole, the value of the remanent
field and & (3) are calculated. Calculations are continued until the error
1) becomes less than g (8 < ¢).

Thus, the problem of the replacement of a real external field of a source by

a field of a system of dipoles can be solved if the investigator has the neces-
sary information about intensities Fn(Q)’k of the electromagnetic field at
points Qi on one of the surfaces of the second order. When approximating
external fields of working electrical equipment, information about normal
intensities Fn(Q){k can be obtained in the process of the experiment.
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Figure 1

An example of the approximation of the magnetic field of an asynchronous
motor is given below.

3. For a fixed moment of time, normal intensities of the field at points

Qk evenly distributed over the surface are measured on the body of the motor
or in the immediate vicinity of it and points with the maximum intensity are
determined, It is assumed that the direction of the axis of the dipole and
its position are determined by the line connecting the points with the maxi-
mum intensity, and the modulus of its moment M(1l m is found by solving only
two equations from (4). Having determined the parameters of the first dipole,
we find that intensities created by it at points Qk on S, and the first re-
manent field, where points with the maximum intensity are also isolated, and
by them we find the second dipole M(Z)m and the second remanent field., The
process of approximation continues until the required accuracy is reached.

Example. In order to construct a dipole model of an asynchronous squirrel=-
cage motor of the type A~42-4 with the following principal data (delta con-
nection of stator phases):

Pp=2.8 kW; =314 c~1; p=2; n-1420 rpm; & ~ 0.20 m; d=0.22 m

normal intensities Hp| i of a variable magnetic field are measured at points
Qk uniformly distributed over the surface of a circular cylinder (coordin-
ates R, ¢, 2) through A¢l=0.05 m, A P =90 degrees (Figure 1).

The table gives the results of measurements of intensities HR(Q){k in A/m
made with the aid of equipment of the firm Bryui' and K'yer while idling
(Uyx=230 V, I,x5.0 A) and in the short-circuit mode (Ugy =80V, I3 =10.0
A).
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Table
\ ap |1 Xoacetoii xof (2) Koporkoe aavuikanne
- o 1 2 3 4 5 1 2 . 3 4 5

e
‘0 450 775 G640 | 770 | 500 14,0 | 21,0 | 22,0 | 25,0 12,5
90 320 720 680 | 700 | 312 15,0 } 20,5 | 23,0 | 22,5 13,0
180 640 | 1200 | 1150 | 1320 | 780 13,0 | 21,0 | 21,0 | 22,0 12,0
270 280 630 770 | 700 | 350 12,5 | 22,5 | 23,0 | 20,5 10,0

Key: 1., Idling
2. Short circuit

Radial dipoles are constructed (with an error of up to 10 percent).

While idling

D, Mf:}) = 0,32 Am?, 29=0,05 M, Ryp=0,01 M, Pro = 180°%;
Dy M{D =0,32 AM?,  2pp=—0,05 8, Ry =0,01 M, o= 180°
. Dy M3 =0,095 A2,  2,,=10,04 u, Ry =0,004 M,  qg = 90%

Dy M =0,005 Av?,  zo=—0,05M, Ry=0,0044, @ =90°.

In short-circuit mode

D, M) =0,009 Av?,  2,=0,04 x, Ryy=0, @p=1807;
Dy M2 =10,009 An?, Zig=—0,04 M, Ryu=0,  qg=180%
Dy M) =2 0,0028 AM?,  zp=0,04 m, Ryg=0, p=90"

D, M) =0,0028 A?,  zo=—0,04 ¥, Rup=0, =090
Here, MM, M2, M®, MR are understood to be the moduli of the dipole

moments. In the instances when, as a result of solving the problems, it is
required to know not so much the structure of the field as its maximum value,
the number of dipoles can be reduced to a minimum (one or two).

Conclusion

The proposed method for approximating external electromagnetic fields with the
aid of fields of dipoles is suitable for using at any distance from the source
and makes it possible to simplify the analysis of external electromagnetic
fields of electrical equipment by using analytical methods both in calculat-
ing passive shielding shells, and active compensating systems.
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Electromagnetic Wave Propagation; Ionosphere,
Troposphere; Electrodynamics

uDc 621.372

ON THE ELECTROMAGNETIC FIELD IN THE VICINITY OF THE EDGE OF A CONDUCTING
HALF-PLANE

Moscow RADIOTEKHNIKA in Russian Vol 34, No 7, 1979 pp 66-69

[Article by Veselov, G. I.; Platonov, N. I.; and Acheyev, V. Ye., submitted
9 Jan 79]

[Text] Analyses of electrodynamic characteristics of a number of microwave
devices are often done on models containing, apart from smooth boundary sur-
faces, the so-called "geometric singularities", for example, sharp edges.

It is very important to have an accurate description of the electromagnetic
field (EMP) in the vicinity of the points of geometric singularity, parti-
cularly for developing effective algorithms for the calculation of complex
electrodynamic structures [1,2]. Analyzed below is the behavior of the field
in the vicinity of the edge of an ideally conducting half-plame for its dif=-
ferent orientation inrelation to the flat interface of media with different
relative permeabilities E]J p1s, and &g, B (Figure 1a)1,

=9

Figure 1

1. This work was prepared in connection with the discussion regarding the re-
port of A, A. Kirilenko et al "Analysis and Optimization of the Parameters
of Polarization Converters in the Form of Waveguide-Type Arrays with cones
for Scanning Antenna Systems' at the meeting of the All-Union Seminar on
Scientific Methods of Higher Schools on Applied Electrodynamics held on
16 Feb 1978 at MEI [Moscow Power Engineering Institute].
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Investigation of the EMP in the vicinity of the point of geometric singu-
larity can be done by means of the Meixner method [3] which is based on the
expansion of the field components into generalized power serie. with their
subsequent substitution in Maxwell's equations and imposition of appropriate
boundary conditions. In [4], analysis of the field is carried out in the
vicinity of the edge of an ideally conducting wedge surrounded by three sec-
torial regions characterized by different scalar permeability (Figure 1b).
However, the field was not studied for a number of configurations occurring
frequently in solving applied problems. For example, no analysis was done
of a geometrical model shown in Figure la which is a concrete modification
of the generalized model of Figure lb for =@ 47, ¢ = 2%, &5 =g, ps= W

(axis z is normal to the plane of the drawing of Figure 1 and coincides with
the edge of the wedge).

In order to amalyze the EMP in the vicinity of the edge, we make up a super-
position of two solutions:

1) H,, Ez=O(r%); E;=O(r'*%); Hy = O(r~'*%)
is the smallest positive root of the equation

for r—» 0, where 7 >0

t
Fp(z) = (\1 ——i:—: cos(2?,—1-.)1—<l T_l:) cos nt = 0. (1)

The solution is characterized by the presence of singularities in the vicinity
of the edge of an ideally conducting half-plane only in the transverse com-
ponents of the magnetic field Hg.

9) E;, H:=0(r"), H=0('*"), B = O0(~'*%) for r-0.
Here, T is the lowest positive root of the equation?

Ft(f‘)‘ (l-——:—:’-)cos(Qq:,—u):+ (1+-:—:)cos.—.<—0. 2)

In this case, the singularities are in the transfers components of the electric
field Et.

In addition to these two solutions, in the general case, there is a possibil-
ity of another solution which was not taken into consideration in the analysis
of fields in [4] (see Table 1.1):

3) .Eh Hy = O(r) Ez =O(r"); H;=Cy+ O(r") fai' r 0.

Z.There is a mistake in the formula (1.3.14c) in work [4] for the general
case. The correct expression for F& (T) has the form

Fi(z) = (l —-—:—:—)[ cos v,tcos(q,——-?,)t—':—:ﬂﬂ‘h ‘Sln(?a—?,)“]“---
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As can be seen, the field in this case does not have any singularities, how-
ever, it is important to note that the longitudinal component of the magnetic
field in the wvicinity of the edge is a nonzero constant, which was pointed
out in [5].

Tn the general case, the field in the vicinity of the point of geometric sin-
gularity is determined by the superposition of fields corresponding to the
three solutions mentioned above. Naturally, the nature of the behavior of any
field component is determined by that component of the superposition which
has the smallest index in the functional dependence on the coordinate r.

Henceforth, it is practical to introduce the following parameters into equa-
tions (1) and (2): @ = @ and g =py/yy or €1/ €. Then we obtain a
generalized equation

F (1) = (1 —=8) cos(20 — =)= — (1 - {) cos at = 0. 3)

It follows from (3) that when 6 = 0, the lowest root of the equation T = 0.5
and does not depend on the parameter g ; when & =1, T =0.5 and does
not depend on the angle 8. In the extreme case { = oo, it is easy to ob-
tain an explicit expression for the lowest root of equation (3)

b
e = M T = 5y for 0<8<%-

(&
In another extreme case ( &= 0), we have To—ltlfot-o-

In a special case == (m -~ integral number), explicit analytic

expressions are obtained for T from the transcendental equation (3) when
values m are definite. Having used the formula of multiple angles of trigono-
metric functions, we obtain an algebraic equation in relation to cos ST T/m,
Let us write the final formulas for different 6:

0=0 (m=1)t=0,5
2

: 1—04+ V=0 +8(+OF |
(m = 2) T = —— arccos 3(+0) H

=
T
= 3 | /250
0= (m = 3) T = —arecos 5~ TFC ¢
2
E

. 5 1 9+¢
= (m = 5) 1—TarcC052—;7=§—l/ 54+ =

Other relations obtained for m = &, 7, and 9 are not cited due to their awk-
wardness.
a3

o0
Analysis of equation (3) shows that ob for @ = /2, i.e., the roots of
the equation acquire extreme values defined by the formula
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1 1—C
Ty =T .::_:_—-n—arccos ']'+c-

2

Thus, the value of T for a fixed value of C is defined explicitly for at
least five values of the angle 8. Using them as zero approximations, it is
possible to find solutions of equation (3) by the known numerical methods in
the entire range of changes of the angle 6.

4 .
4 0,01—-0,4 | 0,4—2,5 | 2,5--50 50—100
8 [rpax]
0—20 | o5 0,5 0,5 t,
20—-50 . RS 0,5 0,5 T,
5090 T 0,5 Ty Te

Key: 1, Degrees
For example, by using the Newton method according to which
"n+l“"‘n+F(‘n)/F' (xn),

it is possible to obtain a high degree of accuracy in comp:ting - with a
relatively small number of steps (iterations), Calculations showed that for
achieving an accuracy of 10~% it is possible to limit oneself to three appro-
ximations when the parameter { changes within a sufficiently wide interval:
from 0.01 to 100, One of the three following values was selected as a zero
approximation: T =0.5, T =Ty O T =T

The table gives the values of T which it is expedient to use as a zero appro-
ximation when calculating the roots of equation (3) by the Newton method
(depending on the parameters L and 8). In order to achieve the necessary
degree of accuracy, a minimal number of iterations 1is required,

Figure 2 shows curves of the dependence of the lowest root of equation (3)
on the angle 8 in a broad range of changes of the parameter { . As we can
see, the value of 7T changes most sharply at small angles 8 (0-20°) in the
range of values of { &« 1l; as 0 increases, the values of ‘T change insig-
nificantly; when J 1, the function < (8) increases steadily in the entire
interval of changes of the angle 6.

Let us note one interesting singularity of the behavior of the field in the
vicinity of an infinitely thin metallic edge: at Z(_ 1, the components of

the EMP can have a singularity of a higher order in comparison with the known
cases: when a conducting half-plane is in a homogeneous medium or directly
at the interface of heterogeneous media (as is known, in this case ¢ = 0.5).
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Figure 2

In the case under consideration, for example, when { = 0.0l and 8 = 909,

the characteristic index decreases to the value 7 = 0.06345, i.e., the trans-
verse components of the EMP behave in the vicinity of the edge as 0(r-0.93655),
It is evident that such extremely sharp increase in the degree of singularity
of the field components in the neighborhood of the edge should be taken into
consideration in creating stable algorithms for computing microwave devices.
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UDC 621,391,81:551.510,535:621, 3,029, 42
MEASUREMENT OF VLF SIGNALS REFLECTED FROM THE IONOSPHERE
Moscow RADIOTEKHNIKA I ELEKTRONIKA in Russian No 7 1979 pp 1316-1322

[Article by Yu. V. Kashpar, A, A, Nikitin and A. B. Orlov: ""Measurement
of VLF Signals Reflected from the Ionosphere" ]

[Text] A brief description is given of the measurement
of the field component of near-field region VLF signals.
The set-up of an experiment is considered and some of the

- results obtained in 1971-1974 in the European section of
the USSR are shown.

Introduction

Measurements of the ionospheric field components of VLF signals on short
paths are known mainly through the studies of the Cavendish laboratory

in Cambridge (1-4). Such measurements have been made in the USA and
Canada (5-7) but to a lesser extent. It must be noted that in setting up
the experiment, the authors of the studies (1-5) rested on a priori assump-
tions of constance of amplitude of an ionospheric signal over a day's

time. The position of the antenna intended to receive the ionospheric
wave was adjusted to conform with these assumptions. The results of the
studies of various groups of researcher reveal some differences for which
the reasons are not altogether clear (3,5,6,8).

For this reason further experimental research, particularly in new geo-
graphical areas, is of unquestionable interest.

- 1. Organization of the Experiment

The measurement System. Two vertical loop antennas perpendicular to each
other areused to separate the ionospheric and ground waves, Antenna L y|
inclined in the propagation plane picks up the transverse magnetic com-
ponent H,, of the total field, determined almost entirely by the ground
wave and used as the reference signal. Antenna L) mounted perpendicularly
to the propagation plane picks up the anomalous component of the field H,L .
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It should be noted that under actual conditions the existence of the H,
component may be caused not only by varying the polarization of the wave
during reflection from the ionosphere but also by distortions of the
field structure at the point of reception due to the effect of local
conditions.

The amplitudes and phase differences of the two signals received at the
loop antennas L and L, are recorded by measuring set-up consisting of
two receivers, a phase compensator, recorders of the amplitudes and phase
differences of the signals and also auxiliary units. During recording,
the input circuits of the receivers are periodically switched over to
deliver a calibration signal which makes it possible to reduce instrument

- error. For relative calibration of the two loop antennas, antenna L
rotates 90° councarclockwise from the operating position and is aligned
parallel to the reference antenna L, . Readings of the amplitudes and
phase differences in this position make it possible to determine the
difference of the phase shifts in the antennas and the ratio of their
effective heights.

Experimental Errors. The instrument error which results during measurement
of the ratio of components Hj /H,, with allowance made for errors in the
relative claibration of the antennas, amounts to no more than 15 percent
in ratio and 0.03 of cycle in phase., However, these errors do not com-
pletely characterize the accuracy in the determination of the reflection
coefficient from the ionosphere. The combination of the measured magni-
- tudes Hy and H, with the standard H, and anomalous Hy components of the
i ionospheric wave falling on the ground surface and with the ground (surface)
wave Hgy has a simple form in several hypotheses valid for ghort paths with
a well-conducting ground surface: H, = 2H2 cos I, H,, =Hp + 2H, where
I is the angle of incidence on the ground of a wave reflected from the
ionosphere once. If the angle of incidence I is known (or the equivalent
altitude of the reflection h = 0.5 ctg I where d is the length of the path,
then in a single-hop approach, the crossing reflection coefficient ”R_L
referred to the height hj is found by the formula

| RL|=H/ (Hosin*I)=H,/(2H, cos I sin® I),
arg yR,=@;—@o—Fkd (cosec [—1).

wherelP 2 and 0 are the complete phases of components Hy and Hp respective-
ly. Since the standard component of the ionospher}c wave Hj is not directly
measured in the given experimental set-up, Hy < Hp is usually assumed

which may lead to errors on the order of 10-20 percent for{ Ry | and
0.1-0.2 rad for the magnitude of arg,, Ry . Accuracy in determining argy,
R) (and to a lesser degree the magnitude of | y R;l) depends also on the
correct choice of the angle of incidence (9). The possible effect of a
double reflection of an ionospheric wave at night at distances of 150 km and
more must also be kept in mind. Due to the indicated circumstances, for
more accurate determination of the shape of the lower ionosphere it is more
adviseable to take the directly measured magnitudes i /H,, as the source
experimental data rather than the reflection coefficients which are usually
given in the literature.
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The LEffect of Local Conditlons. LEstimation and calculation of distortions
of the field caused by local features of the terrain located in the vicinity
of the receiving antennas is usually a rather complicated task. However,
without such estimation it is difficult in some cases to establish unam~
biguously whether the observed properties of the behavior gf the H ; field
component have physical significance. Since H) /H,, ~ 1077, the components
reradiated by local features of the terrain, negligible in relationship to
the total field and unnoticeable in measuring H,, , may prove to be com-
parable in magnitude to the ionospheric component 2Hy cos I. For this
reason the effect of the reradiated fields has been ;nvegtigateg by measur-
ing the ratio of the linear components of the field H, (r) and Hy (r,) at
different points of the site chosen for the antenna installation:

D(;'v ;:l)::[TJ.(;)/}IJ.(;:")'

For this are used mobile and stationary loop antennas oriented perpendicu-
larly to the propagation plane (? and ?b are the radius-vectors which de-
fine the position corresponding to the mobile and stationary antennas in

a certain local system of coordinates).

The difference between D§?,£?) and the unit and dependence D(fif?) and

the position of the observation point'? are signs that a linear magnetic
component exists which is reradiated by local landmarks. The absence of
such a dependence in the distance interval r comparable to the characteristic
size of the obstacle can be considered an adequate indication of the neg-
ligible effect of local features of the terrain whose dimensions are much
less than the length of the wave.

For illustration, the results of measurement of the ratio D(?,? ) are

given in figure 1 for different distances from a van about 4 m gigh (fig.
la) and from a telegraph line suspended at a height of about 6 m (fig. 1b),
During measurement in the vicinity of the van, the distance was calculated
from the middle of the rear wall of the van (r = 0) and the mobiel antenna
(oriented exactly perpendicular to the propagation plane) was moved from
the van toward the transmitter composing an angle of about 45° from the
longitudinal axis of the van. The stationary antenna was located at a
distance r, = 9 m from the rear wall of the van. In measuring near the
telegraph Rine which extended at an angle of about 45° to the direction of
propagation, the stationary antenna was located at the distance r, = 24 m
from it and the mobile antenna was moved perpendicularly to the line.
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Figure 1. Nature of the Distortions of the Anomalous Component
of a VLF Field by Local Objects

As figure 1 shows, the magnetic antennas for receiving the anomalous com-
ponent of a near-filed VLF signal should be placed at a distance of at
least four to five times the height of suspension of the line from over-
head communications lines and power transmission lines., The effect of low,
solitary landmarks at distances of as much as three times the height of

the landmark may be disregarded. Similar results were obtained in (10)

for a total field in a farfield regionm.

The loop antenna Ly , the accuracy of whose placement very significantly
effects the error 1n the experiment, was oriented in a certain direction
toward the source without subsequent correction of the antenna position ac-
cording to the results of trail measurements of daily variations in the
signal used in (1-5). The error in the antenna installation in a given
direction did not exceed 0°,3. Corresponding errors in the measured
magnitudes should not have exceeded 0.005 for the ratio Hy /H, and 0.5

rad for the phase differenceAd = {1~ P,, (here is the phase applied
at antenna L with the magnetic component H applied at antenna L ).

The performedevaluations of the effect of local features of the terrain
and the orientation of the loop antenna L | show that accuracy in measur-
ing the magnitude of 2H,cos I/H_ + 2H.) under the conditions of this ex-
periment was determined by the Instruiment error of the measuring equipment
indicated above.

2. Results of Measurement

Measurements of the anomalous component of a near-field VLF signal at the
frequencies 14.9 kHz and 11.9 kHz were performed in the Krasnodar rayon on
a path 95 km in length (direction of propagation was north to south). The
first measurements in this rayon were made in July to October 1972,
Similar measurements were made to a small extent at the frequency 17.1 kHz
in October 1971 on a path 133 km in length (direction of propagation was
east to west).
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Figure 2. Daily Variation of Phase Differenced ¢ Depending
on the Zenith Angle of the Sun. The measurements
were made at the frequency 14.9 kHz in December 1973
(curve 1) and in May 1974 (curve 2) and also at the
frequency 17.1 kHz in October 1971 (curve 3); the
unbroken line indicates the phase variation before
noon; the broken line is the variation after noon.
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Figure 3. Seasonal Variations in the Relative PhaseA {of
the Anomalous Component of a VLF field at the
Frequency 14,9 kHz.

Phase of the Anomalous Component. The strongest dependence of phase dif-
ference A\ l?on the zenith angle of the Sun X is observed in the interval
oI the zenith angles 70-90° (fig. 2). Assymetry is noticeable in the curve
of daily variations.
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For X > 45° the forenoon value exceeds the postnoon with identical values

of X. The assymetry with X 90° indicates a slow increase in the reflection
altitude during the night, In December with XD 130° the assymetry practically
disappears while the phase dependence on X is retained. In figure 3 values

of A pfor several months at the frequuncy 14,9 kHz corresponding to the in-
dicated fixed X values are shown. They make it possible to judge the over-—
all nature of the seasonal variation which proves to be similar to that
described in (11).

Equivalent reflection altitudes may be compared by the measured values

of the phase of a reflected wave. Using the concept of virtual height
(12) according to the results of measurements at two frequencies f] and fj
we define the equivalent reflection height to be h, = 0.5 d ctg Iy,
finding the corresponding angle of incidence I, from the ratio cosec Iy =
1+ cT/d, vhen ¥ = [A ¢ (£)) -A § (£)) + 2 mn] [ 2d1 (£, = £).

Figure 4. Variations in the Relative Value HJ_/H\| of the
Anomalous Component at the Frequency 14.9 kHz during
- a Day: 1 -- December 1973, 2 ~- February 1974,
3 -~ May 1974,

The integer n is determined on the basis of a priori information on the
height of the reflecting region. The integers of the phase cycles at each
frequency N(f,) and N(f,) = N([l) + n and also the value of argy R, (at the
interval 0 - %IT ) are %ound from the equation

argy R =Agq(f) +2aN (f)—2nfr.

The ranges of heights hy shown in figure 3 correspond to argy R} = 1.1.7r

This magnitude is obtsined by measurement at the frequencies 11.9 kHz and

14.9 kHz with X = 52° and corresponds to n = 1, The noon values of virtual

height were 74-75 km in May to September, 75.5 km in December and 76.2 km

in February. At night with X)> 110° the height hy was found at the interval
- 89-94 km. The greatest seasonal variation of reflection height with fixed

zenith angles of 72° and 92° was observed from October to December and was
- about 3km.
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mplitude of the Anomalous Component. Typical dependences of the relative
amplitude H, /H, of the anomalous component of a field over a day's time
for summer and winter months are shown in figure 4, During the night the
amplitude of a wave reflected from the ionosphere undergoes significant
variations (a standard deviation on the order of 30 percent for hourly
intervals) and averages 1,5-3 times greater than the noon level, After
the Sun rises in the summer a comparatively rapid decrease takes place in
the amplitude which is not varied significantly throughout the day. In
the winter at the frequency 14.9 kHz a noticeable variation in amplitude
also occurs during the daylight hours with zenith angles of X €75° while
at the frequency 11.9 kHz at this time the amplitude is constant. At sun-
rise with X = 92-86° at both frequencies in both winter and summer minimum
amplitudes are observed, At sunset apparent minimums of the field with
these zenith angles can be noticed only in winter.

In summer (and also in October 1971 with observations at the frequency 17.1
kHz) with X= 7077° a decrease was also observed in the field amplitude
both in the morning and in the evening hours, The maximum amplitude occurs
in winter at the zenith angle intervals 73-78° at the frequency 14.9 kHz.

Measurement of Values H /H

Months f, kHz B /Hy
Noon Night
- May - September 11,9 and 14.9 0,07+0.03 0.1540.03
October 17.1 0.11+0,03 0.36+0.05
December 14.9 0.14+40,01 0.21+0.06
February 11.9 0.17+0.03 0.2240.04
14,9 0.08+0,02 0.2740.03

These characteristics of the variations of a reflected field during the

sunrise hours are consistent with concepts (13) of the "double-layered"

structure of the reflecting region with X = 70-90°. Here the parameters

of the lower layer after sunrise are varied little compared to the variations
- of the upper part (14,15). Judging by the magnitude of the field variationms,

the double-layered structure is expressed more in winter. It should be

noted that in the measurements at Cambridge at the frequency 16 kHz, as

far as it is possible to judge by the mean curbes from (3), significant

variations of amplitude were not detected during the day in winter either.
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The noon and night (for a two hour interval around thelocal midnight)
values of H; /H, are given in the table.

Conclusion

The given procedure for experimental analysis of distortions of polariza-

tion of a VLF field in the vicinity of the receiving antennas may be used

in setting up an experiment for observing the ionospheric component of a

near~field VLF radio station for the purpose of studying the D-region of

the lower ionosphere. The given results of the observations may be of
interest in improving models of electron concentration distribution in
the lower ionosphere of middle latitudes as well as for direct evaluation
of the contribution of an ionospheric wave to a total VLF field at dis~
tances on the order of 100 km from the transmitter.
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Electron and Ion Devices

UDC 537.533.32
MAGNETIC PERIODIC QUADRUPOLE FOCUSING OF INTENSIVE ELECTRON BEAMS

Moscow RADIOTEKHNIKA I ELEKTRONIKA in Russian No 6, 1979 signed to press
26 May 78 pp 1187-1193

[Article by L. E. Bakhrakh, S. P. Kudryavtseva, V. V. Murzin, M. B.
Khlebtsova]

[Text] Abstract

An analytical relationship was established between boundary pulsations
of a stretched beam, and conditions for its introduction into a magnetic
periodic quadrupole focusing system MPKFS and conditions for optimal
focusing were determined. It was proposed to use a thin quadrupole
electrostatic lens for matching the cylindrical beam to the quadrupole
magnetic field.

Introduction

Focusing high energy charged particle beams by means of magnetic periodic
quadrupole focusing beams (MPKFS) has been well explored and described in
papers, whose bibliography is cited in monographs D, 2 ] . It is shown
in[ 37 that the use of electrostatic quadrupole lenses instead of axial-
symmetric lenses is very promising for forming electron beams with micro-
perviousness greater than unity. Focusing electron beams by using
magnetic quadrupole systems for microwave devices
were considered in a comparatively small number of mainly theoretical
investigations [ 4-7] with a number of essential simplifying assumptions.
In these papers, the effect of the space charge was either neglected
[4] or its effect was determined without taking into account changes
in the elliptical cross section of the beam [5]. 1In [6], where the
effect of the space charge is taken into stricter account, the effect
of the conditions for introducing the beam into the MPKFS on its geometric
parameters was not considered, while the calculation method proposed in
[7] may be used only in the case of approximating the MPKFS magnetic
field by a "square wave," i.e.,, on the assumption that transverse magnetic
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fields in quadrupole cells do not depend on the longitudinal coordinate.
Therefore, the conclusions drawn in these papers on the possibility of
the successful use of MPKFS for focusing comparatively low energy beams,
used in microwave devices, require a more thorough analysis,

This paper describes an approximate analytical consideration of the
magnetic quadrupole focusing of intense electron beams that makes it
possible to clarify the basic special features of MPKFS formation,
compare it with other ways of focusing and establish the necessary
requirements for conditions for introducing the beam into the focusing
system. The possibility is considered of the practical implementation
of these conditions by means of a thin quadrupole electrostatic lens
located between the electron gun and the MPKFS.

1, Initial Relationships

Let the electron beam, moving along axis %, pass through a sequence of
magnetic quadrupole lenses turmed by 90° with respect to each other.

In the case of magnetic lenses with hyperbolic shape poles, the magnetic
field distribution near the focusing system axis may be described in the
form {57

B=_2 cos 2n z

: a Vs
B 2

(1) By=-"geos <L,
a L

B 21[ Boz sin 2n

=22 =z
L a y L
Here B,/a -- magnetic field gradient at the center of the lens; L -- period

of the magnetic field. We will describe the changes in the geometric
dimensions of the beam on the basis of an analysis of the motion of two
boundary electrons, lying on axes x and ¥, which are the main axes of
the elliptical transverse cross section of the beam [8] . Taking into
account (1) and assuming that the transverse velocities of electrons v
and v are considerably smaller than longitudinal velocity v,, the
parax¥a1 motion equations of the boundary electrons being considered are
written in the form [6] .

X « 2B
—_— Ze=—
) a + poXcos X+
@ &Y « ¥ cos Z = 2p
iz 'E- CO! ——"X+y,
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where
. V?n‘ B, Ir, I 2nr,
a= r—— = a—— = — o = - ’
' Usa 4n’ 4ne V20U B | L
2n
X=i; Y==-y—; Z=—1z;
ro To L
I, -~ average radius of the beam; Uo -- accelerating voltage; I -- total
beam current; M = e/m -- ratio of electron charge to its mass; &, --

.electrical constant.

We will solve system (2) by the method of gradual approximation [9, 2] .
According to this method and in accordance with the proposed physical
picture, in which longwave pulsations at its boundaries and undulations
with a period of the focusing field must be observed, we will assume

X(2)=Rx(2) [1+9x(2) ],
3
Y(Z)=Ry(2)[1+4+(2) ],

where

(4) q:(Z)=%cosZ; qr('Z)'-—;:—eosZ.

There, following [ 27 , we obtain for functions R and R a system of
equations X y

&R: . 2
s oz T Fhs Rxt+Ry'
- ) d*Ry KR, = 2B
dz ¥ "Re+Ry’
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where k2 iz B

2, Conditions for Optimal Focusing Pulsations of Beam Boundaries

The system of equations (5) describes the anharmonic oscillations of
the boundary electrons of the beam in the general case. At small
pulsation amplitudes, these oscillations may be considered harmonic
and assume

Rx(Z)=1+6(2),
Ry (2)=1-56(2),

(6)

where 5(z) -- harmonic function of small amplitude. Substituting
these relationships into (5) under a condition of a state of equilibrium
of motion of boundary electrons d?d /dz? = o, we find the necessary
optimal relation between parameters o, , and B, that
provides at certain initial conditions minimal changes in transverse
dimensions of the beam:

) = =72

Bo
We will note that relationship (7) determines the value of the average
radius rg,:

8nl
¥ (2n)*U,eo(Bo/a)L?

@® 7!

The solution of system (2), taking into account relationships (3), (4),
(6) and (7) for the case of introducing the beam into the maximum of the
magnetic field, has the form :
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X(Z)= [1 +%sin YEZ+ ( 1+)§225 - 1) cos }’EZ] X

© X[1+7V2p cos Z],

vy - Y, — JU
Y(Z)= [1+Y—_Bsm YpZ+( = —1) cos YﬁZ] [1+¥2Bcos 2],

vwhere X , Y, x%, Ycl, -- initial conditions of the introduction. 1In the

case when the beam is introduced into the zero of the magneti, field, the
solution of system (2) will be i

X/ -VBX, - - —
7 smVBZ+(X.,-1)cosVBZ]['l+1’255inZ],

X(2)= [ 1+
(10)

SAHVBY, - _ —
Y(Z)=[1+ ol :;pY sin75Z+(Yn—1)cosYﬁZ][1—Y?.BsinZ].

The obtained relationships (9) and (10) describe the contour of the
electron beam in two mutually perpendicular planes in the periodic
quadrupole magnetic field.

A comparison of the trajectoriesof the boundary electrons, obtained on

the basis of the analytical solution of (9) and (10) and on the basis

of solving system (2) on the computer, shows that even at trajectory devia-
tions from the average radius & ~ 0.5 the spread in results is not
greater than 207%. Fig. 1 shows the relationship between transverse
coordinates X and Y of the boundary electrons of the beam, moving in

planes (XZ) and (YZ) respectively, and longitudinal coordinate Z for a
beam that has initial input parameters which differ from the optimal

ones,

Value VZP » in relationships (9) and (10) and characterizing the
amplitude of the undulation of the beam boundaries, depends on the
perviousness, as well as on the ratio of the beam radius to the period

of the system. Fig. 2 shows the relationship between the relative
amplitude of the undulation of the beam boundaries AB = (Xma - xmin)/
(Xpax + Xpin) @t optimal initial conditions and the parameter oF

space charge B . From the gimilar relationships for periodic
electrostatic focusing and periodic magnetic focusing shown in this figure,
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it may be seen for comparison that in its focusing properties quadrupole
focusing systems are close to the systems of periodic electrostatic
focusing and may find application in microwave devices of the 0 type.

? 2 /_—2:_,

1
o1 2z 4 & §_ 6 1 8 9irm

Fig. 1. Trajectory of boundary electrons X and Y in the MPKFS with para-

meters *%/B, = 0.1; B = 0,005 when introducing the beam into
the zero of the magnetic field with initial conditions X, = 0.9; Y, = 1.1
X; = 0.15; Y = ~0,15: exact solution by computer -- solid curves;

calculation gy relationships (10) -- broken lines.

One considerable shortcoming of quadrupole focusing is the complexity

of the practical implementation of the required conditions for introducing
the beam into the MPKFS. Thus, it may be seen from equations (9) and

(10) that to obtain a beam with minimum pulsation of boundaries when it

is introduced into the maximum of the magnetic field, it is necessary to
satisfy initial conditions

(11) Xo=1+72p, Y,=1—72p, X/=Y,'=0,

and when introducing the beam into the zero of the magnetic field
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(12) Xo=Yo=1, X,/=Y2p, Y,/=—V2p.

The implementation of conditions (11) (introduction of a parallel beam
with an elliptical transverse cross section) and conditions (12)
(introduction of a round beam with such a distribution of slope angles
of electrons that they are positive in the plane (XZ) and negative in
plane (YZ), is quite difficult. The relationship between the absolute
values of the initial slope of the boundary electrons of the beam
expressed in degrees, when it is introduced into the zero of the magnetic
field and the microperviousness of beam Py is shown in Fig. 3, We will
note that conditions (11) and (12) differ from those shown in [6 ],
where they were obtained with rougher assumptions and do not correspond
to the physical picture of focusing.

ey

0 goz qos qos Qos g

Fig. 2. Relationship between the relative amplitude of the undulation of

the boundary of beam A, and the parameter of space charge B for
three kinds of periodic focusing: electrostatic -- dash; magnetic
quadrupole -- solid curves; magnetic with axial field -- dash-dot.
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S
167

-

Fig. 3. Relationship between the absolute value of the slope angle of

boundary electrons of the beam y[ , located in coordinate planes
(XY) and (YZ), when introducing the beam into the zero of the magnetic
- beam, and the microperviousness Py .

3. Matching the Electron Beam with the MPKFS by Means of a Quadrupole
Electrostatic Lens

The practical implementation of conditions for introducing the beam,
determined by relationships (12), is possible by means of a thin electro-
static quadrupole lens located in front of a magnetic periodic quadrupole
system. Such a lens must preserve a round transverse cross section of
the beam when slope angles of electron trajectories change by values
near optimal, To determine the slope angles of electron trajectories
when issuing from the electrostatic lens, we will start with the equation
of the boundary electron motion in the '"equivalent' lens [1] with a
constant gradient of electric field intensity G and effective length

13
X by 2
1 dz* 3 X+Y'
az 3 X+Y’
- where p=GLri/4nlly; G=2V[rs*; V -- potential of lens electrodes.

Considering that the electric beam has a round cross section at the
entrance to the lens and that zero slope angles and coordinates X and Y
of boundary electrons remain constant along the length of the lens, we
have from system (13):
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(14) X’(zg)=(p+%) b Y ()= (a—%) b

Comparing the values of Xl( ) and Yl(lg)at the electrostatic lens output,
determined by equations (14), with optimal values of X! and Yé at the
magnetic quadrupole input, determined by equations (12?, it is obvious
that their precise coincidence is impossible, since it may be achieved

only at |, = o. Thus, after passing the electrostatic lens, the
- boundary electrons of the beam have the following angles in the MPKFS
input.

(15) X;,,,=_;‘_z,=yz_p, y;n,=_,6“_z,=_ﬁ, AX=AY=pl, OM T = opt
[

- 0

As may be seen from equations (10), deviations in the introduction
angles of the boundary electrons from optimal values will lead to pulses
originating in the MPKFS. For VZ_)G. <& 1 the relative value of

- pulsations A, is equal to

(16) Ay —— 0 o L —0nYp—.
L

The effective length of the lens will be minimal when the dimensions
of the lens electrons are negligibly small, and it may be considered

as consisting _of_point charges. Based on the potential distribution in
such a lens [10] , we have for its effective lens

by so="/rz.

Therefore, for a given value of -, the value of the pulsations in
the MPKFS cannot be made smaller than a cert-in value.
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8n r's —
An uuu_"g'—L"vﬂ-

Using relationships (15) and (16), it is possible to obtain a relationship

- between electrostatic lens parameters V and 1p
Po for a given relative value of MPKFS pulsations Ap

14 751’.
(7 7“'=—A—.n-5o By
L, As 1
- (18) —_————,
Te b 50VE

where Y = rg/r,.

and parameters

g and

We will note that the electrostatic lemns parameters

must have values that satisfy the condition of the thinmesss of the lens

[1] , which, in our case, has the form

YV l.;(i
Uy re p.,'

Conclusions

1. On the basis of an analytical consideration of the magnetic periodic
quadrupole focusing of elongated electron beams in the mode of small
pulsations of their boundaries, a relationship was establishad between
the pulsations of the beam boundaries and the conditions for its intro-~
duction into the MPKFS, and conditions were determined for optimal

focusing.

It was shown that magnetic periodic quadrupole focusing in its

focusing properties is close to periodic electrostatic focusing.

2. To match the beam to the MPKFS, the use of a single thin quadrupole

electrostatic lens is proposed.

Relationships were established between

- the effective length and electrode voltage of the lens and the parameters

of the beam being focused in the MPKFS,
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Electron Tubes; Electrovacuum Technology

UDC 621,384.63.2
ANALYSIS OF NONLINEAR SIGNAL DISTORTIONS IN TRAVELING-WAVE TUBES

Moscow RADTOTEKHNIKA I ELEKTRONIKA in Russian No 6, 1979 signed to press
6 Dec 77 pp 1153-1158

[Article by Ye, D. Belyavskiy, V. V. Gel'ner]

[Text] Abstract

A simplified method was developed for calculating the signal shape and
spectrum in an O-type traveling wave tube (LBV-0). An analysis of non-
linear signal distortions as it passes through the LBV was made on the
basis of this method.

Examples of numerical calculationms of the signalvshape and spectrum

are given.

Introduction

In [1] a nonlinear theory was developed of amplification in a LBV of
nonperiodic signals with a narrow frequency band, which makes it possible,
by means of computer, to calculate the transformation of the signal spec-
trum when it passes through the LBV.

An analysis of nonlinear signal distortions in the LBV-O was made in this

paper on the basis of equations formulated in 7 .

1. 1Initial Conditions

According to [1] the VCh [High frequency] field in the decelerating
system at point z and in moment of time t is described by the following
formula: '

(1) Eq(z,t)= j E(z,0)¢'do,
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- where

1 -
E(z, 0)= ﬂ J‘ [Re E(Z, (Po) emm.w)] -(”((:Aw)e—ih‘(l.w)dt
— b ’

(RS I&) l <uw,).

Here E(z, w) -- complex spectral density of the VCh field in the
decelerating system at point z along the axis of the device; '

¢, =W, T, ; to -- initial and t -- current time; w, --
average frequency of the input signal band;

(2) E(z, @) =Elz, Bs(0) 1; t(2, 90) =2, go, Eo(g0) ]

o [z, ﬁlol , t [z, 9> E ] -- complex amplitude of the VCh field and
the current time of an electron with an initial phase Y in the
LBV when amplifying the monochromatic signal with a frequency w

and an initial amplitude (at z = o) complex amplitude f‘,o; E':o (% )y --
slowly changing function tg ( P ) Wy -~ lower and Wy --
upper limit of the declerating system bandpass.

Formula (1) was obtained on the assumption that the input signal
spectrum is not very wide ( AW/2W, < 0.1 - 0.2), while frequencies
2w , 3w ..., vhere W belongs to the bandpass of the decelerating
system, lie outside the limits of this band.

2, Separation of Slow and Fast Changing Values in (1)

Formula (1) includes both slow and fast changing values which complicates
galculations on the computer. To separate these values we will write
E (z, W) thus:

E(z, ‘Po) ___a__ PRI TR S

Ho—o) 8,

_ E(z, CPo)'Le
j(aoto) ot

(mnslmISm.).

®  Beeo=if]

—J(Uo+u)l(x,v.)] dto
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) We will expand values exp{j(0o—0) (¢=t)} and
exp{—j(wto) (t—ts)} into a Fourier series with respect to ?o ,
B i.e., according to fast changing values. This expansion, according

to [1] has the form

exp{j (wo—0) (t—ta)}= Z G (2, 9oy ©—@o) "™

(4) ) .
exp{—i(orte) (=t} = Y, Galru ot o™
where
Gn (Z, Poy Q) =G,.[Z, E° (¢°)v 9],
(5)

Galz, B0, Q= % | exp(-iQ(tlz @ Eo]—to) }e"dgo.

Substituting (4) into (3) and taking inte account that spectral density
E(z, po)e™ is different from zero only within limits

(02<0<®,), while the value of E* (2, o)™ is
different trom zero only within (—@.<0<—04),
we obtain
' 1% (0B(2,90) Gol2, 00 0=D0) 0y
= i e-iie-ht-
(6) E(z 0) -’mj { ats j(0—a,)
3E. (zy q)o) GO (z| ‘Po, m+m°) e"(""‘*"‘}dt,
oty - j(ota@) :

(0s<|o|<a).
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In (6) only slowly changing values are under the integral sign which
simplifies the calculation of the spectrum considerably.

3. Separation of the Frequency Dependence

There is another difficulty in (6), namely the necessity of calculating
Go( 32,90, 9) for arbitrary values of St from interval
@t 00 >Q>—a,—. This difficulty, however, may be avoided by

expanding G,(z, g, Q). ""™ into a Taylor series with respect

[ T/A R (such . operation is proper, because in the above indi-

cated limits for chan ing S the value of |[R2]/w, is limited).

Here v, is the velocicy of the undisturbed flow. In this case,

=j
jo—ay)nl

° »
@ E(”"’)=‘;“1,;f{ aEf;;,%)i [ (mo 1)] 0u (2, g

- Xexp {—j [ (w—w0) (t.,+ —:0-)]} + 2590

(L)

B jlo+a,)nl

for )}

(0s<|o| .<m.) .

. (2, ,) 6xp {—j [ (0+w,) X

Here

0n (2, o) =0alz, Es(qo) };

1 2 -
'(_8) d’n[Z,Eo]=E&!'{mat[z.%,m]—moto—(’%‘z‘} d(Pn
(®n=1)- .
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In calculating the spectrum in the sum with respect to n, it is
possible to limit oneself to a finite number of members because of the
rapid decrease of the latter with an increase in n for the frequencies
lying within the bandpass of the decelerating system. Values of Q,,
are calculated, according to (8), from the nonlinear theory for a
monochromatic input signal.

Taking into account (7), (8) initial relationship (1) may be written
thus:

(9) E.(z, )= % f [e""‘dm fe"’“"f(z, mdz.] ,

where S,, -- region of changing o (0:<|0|<Sw.);

(10)  f(z,t)=Re e’”«'{E[z. Bo(1) ]+

S, . 8t B[z, Ee(v))
+ 3, 0 o x

i ot

X015, £,(9)] )]

I Tmi{=z/v0 )

Thus, Ec(z,t) coincides with f£{z,t) to a precision up to frequencies
lying outside the bandpass of the decelerating system (these frequencies
have a noticeable effect on the signal shape when operating near the
bandpass limits).

4. Analysis of Nonlinear Signal Distortionms

When the input signal spectrum is very narrow and the electron flight
time is considerably smaller than the periods of differential signal
frequencies, it is possible to neglect in expression (1) the signal

delay / T=~t) and omit members under the summation sign with respect
to n. In this case,

E.(z,t) 2f(z, t) Re E[z, Eo(2) joo,
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i.e., the signal at the output may be obtained from a quasistationary

approximation (i.e., as in a low-frequency amplifier -- in accordance

w[ith its amplitude characteristic), which coincides with results in
2] .

As the spectrum of the input signal is broadened, signal delay

(T=t - (2 Vo)) in (10) has a greater effect and members with respect
to n under the summation sign, related to the nonstationarity of the
operation mode (finiteness of the signal propagation time, flight time
of electrons and their nonlinear dependence on the value of the field
and the velocity of its change), cannot be neglected, which was not
taken into account in [:2

5. Simplification of Relationship

As already noted above, to calculate spectrum and signal shape distortions
it is necessary to know the solution of the LBV equation for the mono-
chromatic signal as a function of the complex amplitude of the input
signal. This solution may be taken, for example, from the rigid LBV
theory [3] or from approximate theories 4, 5] , etc.

The greatest simplification of calculations is achieved by using the
analytical nonlinear L3V theory [4] . Actually, within the framework
of this theory values of Pz, B and gl E,, Q]

have the form

Elz, B,\]=—4B.UsC* exp{~j (B.z—6—y,CB.z) } X

LI (—1)*F,* (D,/2) 2+
XF
’ g sl(s+)1[j (b+y.) + @s+1) z,+d]’
(11)
il 2 2 Q
Gilz, B, Q]=exP{_]9 —}]u (“'Dapo)-
Vo (01} .
—=e~i2z/r0) \ ’_——(—1) : (D‘/Z) uF"“ (‘5'2") )
— (s1)z [0 !
where
E,
= F=|P|;
Fo ZB.UaC' 1 0
Uo -- accelerating voltage; C -- amplification parameter; 8e=wo/vo;
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D,=AR exp (2,8.C2);
R= [ (z|z_y|z+q) z+4zlzy’:]_vz;
zi—y'+g .

tgd=
¢ 2z,y,

x) and y; are the real and imaginary parts of the square root of the

LBV characteristic equation for a rising wave; b -- parameter of non-
synchronism; q -- parameter of space change; d -- parameter of attenuation;
A -- parameter of initial losses f[4] .

Taking into account (11), we obtain
(12) i(z, t)=—-4§.U.C’ Re X
- (- 1)™(D, /2)=n+! Pol7) FO‘"(-:) prICIEE]
X{e’ [g nl(n+ DI+ y)+2n+ 1)z +d] +

(=)D, /2)=(n+n+ue:(a+v.a.cn
+22 (shnt(n+ DD+ y)+@nt+ i)zt d]

awai nem0

b 2 oo Erorina))

ot X
In this form f(z,t) obviously depends on f‘o which simplifies calculations
considerably.

We will consider examples of propagation of concrete nonperiodic signals
in LBV.

6. Quantitative Analysis

An analysis of the signal shape and spectrum distortion during its passing
through the LBV is most convenient to make on the example when the
envelope of input VCh signal (E (ty)) is a bell-shaped pulse

- (13) Eo(to) =2B,UC*Fe-t2,
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where F -- nondimensional amplitude of the pulse; ’UZ -- constant
characterizing the velocity of the decrease in the function. The results
of calculating the envelope of the VCh signal (E (z,t) and the signal
spectrum at the LBV output (at point zy of VCh power saturation for

F, = 0.9Fopax) are shown in Figs. 1 and 2. Calculations were made at

an average frequency of the bandpass of the decelerating system and at
Wyw = 1.6 w, .

P
S
7 VA2
/ \
/ \
Q75 \
Y]
/ \
a5 7 .\
/ %4
4 / \\
925 v <
L—J N
// ‘ \\
0 S e ; NRay
-2 =i G 1 7 T
T

Fig. 1. Curves of relationships between p and relation time ’c’/’c“ w2

10, z = zy - curve 1; W=6, z = Zy -- curve 2; for input signal,
zZ = 0 =-- curve 3,

Fig., 1 shows relationships between P = E(2,t)/E(2,0) and relative time
T/Ty = [t - (z/vo) J/z, at point z = zy for two values of

parameter g = WoT, ! W>10 -- first curve; W= 6 -- second

surve. For comparison Fig. 1 shows relationship between p==E,(t)/E,(0)

(for input signal)and -T/’z” at point z = 0o -- third curve (bell-shaped
pulse with a single amplitude),
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Fig. 2. Curves of relationships between s(ew ) and relative frequency
deviation S = w/o.)o ) -1 (at point z = 2z, W =10 -~
solid curve 1, W = 6 -- solid curve 2; at point z = o, W =10 --
dash-dot curve 1, W=¢ =-- dash-dot curve 2) for <«”>0O .

The first curve corresponds to the envelope in a quasistationary.mode

( wW-o< ), while, as shown by calculations, quasi-stationary approxi-
mation differs noticeably from the nonstationary calculation at "W< 10.
A comparison of the first curve with the third curve in Fig. 1 shows

that in aquasi-stationary mode nonlinear distortions are manifested

by an increase in the steepness of the bell-shaped pulse and the formation
of a pulse ledge. The shape of the pulse approaches the rectangular,

As parameter ~W decreases, transit effects related to members containing
derivatives of F, (T ) in (12) begin to be manifested, leading to a
further increase in the steepness of the pulse and increasing of the ledge
width (see Fig. 1 -- second curve, W = 6).

Fig. 2 shows relationships between s'=|E(z, ©)/E(2,0)| and the relative
deviation of frequency Q,=(0/w)—1 at point z = for w>o
and two values of parameter W=W,T (w = 10 -- first solid curve;

‘W=6 -- second solid surve). Dash-dot curve in Fig. 2 shows the
relationship between s and Sp for the input signal (respectively
first curve -- for W = 10 and second ~- for ~wW=6); it may be seen
from Fig. 2 that the signal spectrum at the output of the LBV is consider-
ably wider than at the input.
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General Circuit Theory and Information

UDC 621.372.061.3

DETERMINATION OF KINDS OF COMBINATION INTERFERENCE WITH A POLYHARMONIC EFFECT
ON A NONLINEAR DEVICE

Moscow RADIOTEKHNIKA in Russian No 6, 1979 pp 42-43 manuscript received 7 Apr 78
[Article by N.D. Vorob'yev and B.R. Krekoten']

[Text] A number of studies have been devoted to questions of analyzing poly-
harmonic effects on nonlinear circuits and devices [1-4]. Expressions gotten
in them for the spectrum of the output signal make it possible to calculate
the amplitudes (phases) of all signal and combination components. Practically
all radio equipment devices have a limited passband; therefore, in calculating
the spectrum of the output signal it is advisable to take into account only
those combination components which fall within the device's passband. We
will call these combination components combination interference. It is con-

- venient to specify the kind of combination interference as Ii alf +a f2
+...+taf T, where fl f, ..., £ are values of the frequenc%es o%
input sig%a&s, by a set of )z.éctors é s 8,5, -++, a_) taking on values of numbers
of the natural series or of zeroes [4}. ‘Ehe deterBination of kinds of combination
interference represents an independent and general problem in analysis of poly-
harmonic effects on devices with any characteristics, the solution of which
will make it possible considerably to reduce the amount of computations in
the calculation of output spectra. :

The only known method is that of calculating the values of frequencies and

the order of magnitude of combination components falling within a given band

with known values of the frequencies of input signals [5]. However, this

method, based on solving linear Diophanthine equations with integral coefficients,
is suitable only for analyzing the effect of a quite limited number of signals

(n < 3) in view of its unwieldiness.

Let us consider the case of the effect of n narrow-band radio signals with
a‘priori unknown values of carrier frequencies, fl,'fz, ..., £, on a non~-
linear device with a passband width of Af = £ - £ , where £ and
£ -are respectively the lower- and upper—li%glé fre%gncies of the Sassband.
THEE case is typical of the operation of broadband microwave radio receiving
equipment. It is necessary to determine the kinds of combination components
which will fall or potentially can fall within the passband, Af = fmax - fmin .
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Mathematically, the problem can be formulated in the following manner. Let
us represent the values of the carrier frequencies of the radio signals by
- continuous random magnitudes £ , £,, ..., £ , distributed equally probably
over the interval [1, K_] , whére K, = f Nl is the frequency overlap
factor. Then the values of the frequenciegagf g%gbination components are
determined by the equation:

i

f+ag tag, ... L ant,].

1

It is necessary to find factors 815 8y, e 2 with which the following
condition is fulfilled: n

[+ a5t ad ... ekl €L Kyl )

i.e., to determine the kind of combination interference (a1 a veesy @),

Since &, 52, ...y £ are random values, then the values 6f %iequ¢ncigs of
combinat}on componentg determined in (1) will also be random, and condition

(2) will be of a probabilistic nature, i.e., for each set of factors (a,, a2,
«.e5 @) it is possible to determine the probability of the fulfillment of
conditTon (2), corresponding to the probability of the appearance of combination
interference of a given kind.

An analytical solution to this problem presents considerable difficulty with
n > 3 . Therefore, calculations of probability were performed by means of
mathematical modeling by the Monte Carlo method using a "Vesna" computer.

Curves for the dependence of the probability of the appearance of combination
interference of different kinds (up to the seventh order of magnitude in-
clusive) on the frequency overlap factor, Kf , plotted from the results of
modeling are given dn figs 1 and 2.

An analysis of these curves demonstrates the following:
The number of kinds and the probability of occurrence of combination inter-
ference increase with an increase in the frequency overlap factor (the width

of the passband).

With two signals, the most probable (p = 0.666) is the occurrence of combination
interference of type (1, 2).

With an odd number of signals (n > 3) combination interference of type (1, 1,...1)
will certainly be present.

With an even number of signals (n > 4) combination interference of type
(1, 1, ..., 1, 2) will certainly be present.
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Figure 1. Figure 2.

Taking into account the fact that for the majority of nonlinear devices the
amplitudes of combination interference diminish with an increase in their
order of magnitude [6], it is possible to draw the following conclusions:
With a frequenczy overlap factor of less than an octave and a random number

- of signals, the most dangerous is combination interference of the third order
of magnitude of type (1, 1, 1) and (1, 2); with a frequency overlap factor of
greater than an octave, the most dangerous is combination interference of
the second order, of types (1, 1) and 2).

Therefore, for the purpose of eliminating combination interference of lower
orders, it is advisable to select the frequency overlap factor at less than
an octave.

The results gotten and these recommendations can be utilized in calculating

the technical characteristics of devices (in particular, n-signal dynamic
microwave ranges) and for the purpose of optimizing their passband.
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Microelectronics

UDC 621.3.049.77.002,002.5
CHEMICAL INDUSTRY EQUIPMENT IN MICROELECTRONICS MANUFACTURE

Moscow KHIMIKO-TEKHOLOGICHESKAYA APPARATURA MIKROELEKTRONIKI (Chemical
Industrial Process Equipment in Microelectronics) in Russian 1979 signed
to press 24 Jan 79 pp 2, 311-312

[Annotation and table of contents from book by Aleksey Tikhonovich Myagkov
and Yevgeniy Mikhaylovich Korsetov, Energiya, 3,500 copies, 312 pages]

[Text] This book discusses designs, basic specifications and method of
engineering and designing of equipment for monitoring and controlling
chemical industrial processes, equipment for dispersion and atmization of
aggressive media, equipment for preparation and batching of an aggressive
liquid and piping systems.

This book is intended for engineers and technicians working in the area of
design and operation of chemical process equipment in microelectronics
manufacture.

Contents Page
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Chapter One. Chemical Industrial Processes in the Manufacture of
Semiconductor Integrated Circuits 6

1.1. Chemical Industrial Processes and Types of Contaminants in

the Manufacture of Semiconductor Integrated Circuits 6
1.2. Methods of Cleaning the Surface of Silicon Wafers 8
1.3. Demands on Materials Employed in the Manufacture of Chemical
Processing Units 10
1.4. 1Influence of Operation and Design Factors on Corrosion of
Chemical Processing Units - 13
1.5. Structural Diagram of Chemical Industrial Equipment 15
Chapter Two, Aggressive-Resistant Materials i8
2.1. Basic Requirements on. Materials and Mechanism of Action of
Reagents on Them 18
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Basic Properties of Aggressive-Resistant Materials
Interaction of Employed Materials With Chemically Active
Reagents

Protective Coatings in Working With an Aggressive Medium
Methods of Computation of Nonmetallic Components

Three. FElectromagnetic Valves

Function and Types of Electromagnetic Valves
Computation and Design of Electromagnetic Valves
Sequence of Computation of Tractive Force of an Electro-
magnetic Valve Drive

Features of Operation of Electromagnetic Valves

Four. Pneumatic-Drive Valves

Function and Designs of Pneumatic-Drive Valves
Designs of Pneumatic-Drive Shutoff Valve Pairs
Valve Power Computation

Sealing Auxiliary Valve Components

Five, Pumps for Feeding Aggressive Media

Screw-Slot Pumps

Labyrinth Pumps

Bellows Pumps

Diaphragm Pumps

Computation of Intake and Delivery Valves

Six. Aggressive Medium Heaters
Theoretical Principles of Heat Tramsfer

Heating Sources in Aggressive Medium Heaters
Heat-Transfer Agents in Heat-Exchange Heaters

Design Features of Heaters When Working With an Aggressive

Medium
Heater Computation and Design
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Seven. Centrifuges

Principal Types of Centrifuges and Their Function
Processes Performed in Centrifuges

Centrifuges Employed for Manufacture of Semiconductor
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Centrifuge Calculations
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Photoelectric

UDC 621.382.2/.5
MEASUREMENT COMPONENTS AND PHOTOMULTIPLIERS
IZMERITEL'NAYA TEKHNIKA in Russian No 6, 1979 pp 71-73
{Article by L. I. Andreyeva, S. A. Kaydalov and B. M. Stepanov]

[Text] Domestic industry now produces over 200 types of photomultipliers and
photoelectric cells, forming a foundation for many devices and systems used in
optical and physical measurements in the many fields of science and technology.
The physical principle underlying the operation of photoelectric cells and
photomultipliers is the external photoeffect and secondary electron emission
(time-delay less than 18713 sec., thermal agitation noise 10712-10~17 A,cm,”
photoelectric current gain up to i28); it makes it possible to design photoeleectric
cells and photomultipliers for measuiciuent purposes that have subnanosecond
time resolution and high sensitivity to discrete photons [1-6].

Photoelectric cells and photomultipliers are widely used to measurement tech-
nology as the primary measurement transducers and, to a significant degree,
determining net measurement error. Metrologic characteristics of photoelectric
cells, however, (1-3, 6-9 in Fig. 1) and photomultipliers (3-10 in Fig. 2) are not
calibrated [7-10] and only the circuit diagram of their parameters is indicated
{11,12]. Questions of metrologic support of photoelectric cells and photo-
multipliers are considered below based on R&D expericnce in measurement
technology of photoelectric cells used in photoelectric colorimeters (FEK) and
photomultipliers used in cathode ray devices (ELU) {1-6]. This problem is being
tackled with unified methods and on a legislative basis by the promulgation of
a state system of guarantee of measurement unity [14], positions of metrologic
guarantee of the national economy [13] and creation of a unified system of state
standards for power engineering photometry [15].

The creation of measurement photoelectric cells and photomultipliers presumes
their devclopment as means of measurement in conformity with test circuits and
systems of the state standards in the form of a composite set of devices based
on the principles of functional, design, metrologic compatibility and inter-
changeability in terms of the conditions and features of operation.
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To allow for requiraments, measurement photoelectric cells used in photoelectrie
colorimeters (FEK) and electron photomultipliers used in cathode ray devices
(ELU) (1-6] hav been developed as a constituent part of the set of photoelectric
measurement “ransducers for engineering photometry and measurement of the
parameters of high-speed processes in a spectral quantum energy emission range
from 0.9 eV to 1.5 MeV, dynamic range of over 200 dB, with time resolution of
up to 3 x 101! scconds. For interface with interactive links of measurement
devices, the photoelectric cells of photoelectric colorimeters (FEK) and
photomultipliers of cathode ray devices (ELU) have broad-band coaxial outputs
with wave impedance of 50 and 75 ohms, and are provided with standard
connectors and cables of types SR and RK [16] (1-5 in Fig. 3). To match the
characteristics of measured emission fluxes and to assure the desired range of
photoelectric conversion at the input to photoelectric cells and photomultipliers,
standardized components are utilized: diaphragms, telescoping attachments,
diffusers, selective and non-selective filters, lenses, photometric spheres and
other components. According to operating conditions, photoelectric cells and
photomultipliers may be used with or without auxiliary screened housings (6-11
in Fig. 3).

To guarantee measurement in an expanded spectral range, photoeleetric celis
and photomultipliers are built with input windows and photocathodes whose
characteristics are cited in the table.

Measurement of parameters of powerful emission fluxes ranging from 10 to 102
watts is supported using photoelectrie cells and additional attenuators. To raise
their time resolution or expand their dynamic range, photoelectric cells used in
photoelectric colorimeters (FEK) have increased field strength in the photo-
cathode up to 1-10 kV/mm; the anode and cathode are made in the form of
broad-band strip and ccaxial lines with wave impedance of 50 and 75 ohms,
anode assembly inductance is reduced to 10~9 H; and photocathodes have
resistivity no greater than one ohm per square centimeter.

To reduce the effects of dielectric design component charging, especially the
input window, screen electrodes and grids are employed. Parameters such as
photocathode surface, anode-cathode distance, anode voltage distinguish the five
type-sizes of photoelectric cells, assuring an optimum relationship between
required current and tolerable stray capacitance. To reduce dark currents,
increase the threshold of sensitivity and lengthen service life, the design of
photoelectric cells envisages increased electrical insulation of electrode leads,
assuring leakage current no greater than 1079 nA at voltages measured from 1
to 10 kV: this is done by using methods of oil-free evacuation to 1079 mm Hg
and high vacuum getters. Mechanical and electrodhemiecal treatment of high-
voltage parts is carried out to the 10th class of purity. To stabilize parameters,
photoelectric cells are technologically aged at increased gating voltages.

Measurements of parameters of average power emission fluxes in the range from
10~2 to 103 watts are assured by a group of photoelectric cells with increased
sensitivity (FEK-PCh)(5 in Fig. 1) and photomultipliers with fewer dynodes. In
the photoelectric cells FEK-PCh, photocathodes with negative electron medium
based on GaAs and semiconductor silicon structures with gain of up to 103 gre
used. In the 5ELU-F type photomultiplier (4 in Figure 1) and 32ELU-F (8 in Fig.
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2), electron multipliers with 1-5 stages and gain of 10 to 103 are used, while in
the 36EU-F type photomultiplier (9 in Fig. 2), microchannel MKP multipliers
with dark current of 2 x 10711 A and gain of 2.5 x 104 are employed.

e

Figure 1 Figure 2

Figure 3

To measure weak emission fluxes in the range from 1073 to 10~15 W on the basis
of electron multipliers of cathode ray devices (ELU) [1], type ELU-F type
photomultipliers have been developed. In terms of functions performed and
design features, we can point ou €photomultipliers for measuring parameters of
maximally weak emission fluxes, high-speed photomultipliers for pulsed photo-
metry, photoeleetrie cells with log conversion and variable photomultipliers.

Photomultipliers (FEU) for measurement of maximally weak emission fluxes have
several design technology features. Electron-optical systems of input chambers
have precision focusing and provide selection of useful signal photoelectrons with
a collection coefficients of at least 0.9. The first emitter has an increased
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coefficient of secondary emission—at least 10—30-—wh§'1e the overall gain of
multiple stage electron multipliers comprises 106 to 10%. To reduce the effect
of such noise components as leakage current, gas-discharge processes, auto-
clectron emission, ion and optical feedback,special mounting insulators, retaining
rings, electrode screens, absorbent optical coatings and high-vacuum getters are
used. The manufacture of the photocathode by the method of vacuum
manipulator precludes the formation on the electrodes of the input chamber and
insulators of photomultipliers of photosensitive and emission-active films. In
these devices, the primary noises are induced by thermoelectronic emission,
permitting measurements to be made at the level of photon noise of emission
flux under conditions of pulse counting.  Inherent photomultipliers noise
comprises 0.1 to 103 pulse/second, according to the type of photocathode and
operating temperature.

3 4 Y yBCTBHTETLHOCTD
CnexTpaabKuflt ananaox, Bxoguoe {
MKM okto Karox n 0, 1L, 0y, 1, (0,53), i, (1.06), | cq
anjgor D A/Br A/BT 6 A/Br 6| Ajam
—~5 -7 —3
1,2-107°=8,1-10 Al; Fe CuAlL:gO 1,5-10 - - - -
_5 7 CuB _3
4,1.107°—8,1-10 Be CuAlMg0 1,5-10 - - - -
0,11—0,22 MgF, Cul; Csl 0,1; 0,2 - - - —
0,22—0,8 VT—49 Na,K(Cs)Sb 0,25 0,1 0,08 - 100
0,11-0,9 MgF, GaAs(Cs) —_ - - - 600
0.38—0.68 c52—1 "Cs,Sb(0) 0,15 0,05 0.03 - 80
0,38-0.8 Csa—1 | NaRcssb 0,25 or . 0,08 - _,| e
0,22—1,2 YT—49 AgOCs (s--a).lo'3 (2—5) 107 [(0,8-2) - 1077] (2~5) - 107 30
0,38—1,3 cs2-1 AgOCs (3-8y .10~ | (2-8) 1073 [0.8-2) - 1073 (251 107! | 30

[Key: 1. speetral range, microns; 2. input window; 3. cathode; 4. sensitivity; 5.
electron/photon; 6. A/W; 7. A/lm.]

The 31ELU-F device (10 in Fig. 2) was developed for pulsed photometry. A
distinctive feature of its design is the placement of the frame photocathode on
a dise cold-conductor connected by a metal-glass weld with a thermoeleetric
cooler; this reduces its dark currents to 107 A at gains of 107 to 108 and
retains the advantages of high-speed photomultipliers [41. '

In high-speed photomultipliers, the electron-optical systems of the cathode
chambers and secondary-electron emitters provide an electron dispersion of at
least 0.5 ns, input lead inductance does not exceed 1078 H and the cireuits of
the final emitters contain compensating capacitors of 109 to 108 farads
capacitance. The output signal of the electronic multiplier is made inthe form
of a screened broad-band coaxial-strip line with wave impedance of 50 and 75
ohms. To increase sensitivity and reduce noise currents, the photocathodes of
high-speed photomulitipliers of the 18ELU-F type (7 in Fig. 2) are manufactured
with the vacuum manipulator.
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To measure in the dynamic range 107 to 108 based on high-speed devices,
photomultipliers are manufactured with log conversion, ELU-FL (6 in Fig. 2) and
variable photomultipliers , ELU-FU and ELU-FS. Log conversion is done by
limiting the current by a space charge in the intermediate or output stages of
the secondary-electron multiplier by selecting the distribution of potentials on
the electrodes.

In variable photomultipliers, a system of electrostatic control of photocurrent
density with minimum potential is placed between the photocathode and the
input stage of the electron multiplier; it is controlled by distribution on elec-
trodes of the cathode chamber. Variable photomultipliers have transeconductance
of up to 1 A/V, suppression coefficient of 104 to 10° and working frequency band
of up to 1.5 GHz.

In conformity with [14], metrologic characteristics of measurement devices are
characteristics exerting an effeect on results and measurement error. Cer-
tification of metrologic characteristics of photoeleectric cells and photo-
multipliers lets us measure characteristics of test processes with desired error;
to compare and select photoelectric cells and photomultipliers according to
known conditions of measurement and required accuracy; and to estimate error
_ of complex devices and sytems according to desired functions and structure.

The list of problems to be solved suggests how important it is to standardize the
set of metrologic characteristics of photoelectric cells and photomuiltipliers as
measurement devices.  Apparently the set of standardized metrologic cha-
racteristics on one hand should not be extremely great, while on the other hand
it should reflect the basic physical and technical properties of devices and be
expressed in form and units permitting simple assessment of measurement
results of parameters and their conformity to the standards. When photoelectric
cells and photomultipliers are used as the primary measurement transducers, the
measurement result will be affected by three groups of parameters. First of all,
emission parameters at the input, matching of input window and photocathode
with emission parameters. Measurement errors at the input may be caused, for
example, by a partial miss of the photocathode by emission, multiple reflections,
instability of three-dimensional arrangements and distribution of emission and
other random factors. Secondly, parameters supported by photoelectric cells or
photomultipliers themselves.  Thirdly, parameters of processing and mea-
surement devices for electrical signals at the output of photoelectric cells and
photomultipliers, matching of impedance, amplitude and phase-frequency cha-
racteristic parameters.

From the viewpoint of creating and using measuring photoelectric cells and
photomultipliers, the second group of parameters is most important. Despite the
diversity of photoelectric cells and photomultipliers, it is possible to specify
general methods of mathematical description of their characteristies, con-
sidering the aspects of photoelectric conversion independently of the principle of
action and esign features. In mathematies, the term "statement" corresponds to
the term "photoelectric conversion"; this establishes the relationship between the
elements of the two sets and correlates each element of one set to some
element of another set. From the mathematical viewpoint, photoelectric cells
and photomultipliers having emission flux at the input and an electrical output,
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are a realization of a photoelectric conversion statement, since a transient value
of output electrical signal corresponds to each transient value of input photon
flux. From the viewpoint of physical processes, spectral sensitivity

(Y, is the statement of photoelectric conversion; it appears in the equation

=M Ot lon - (1)

where I is output current; @ is power emission flux striking the photocathode;
and g is noise current.

As was shown in studies [3, 15], only gradation and calibration of the
device in energy units guarantees the unity of measurements in the entire
spectral range of electromagnetic emission. Measurement error, in conformity
with (1), may be represented in the form

A0, My | iy AL

®, "Ly T 1 T @

From (2), it follows that measurement photoelectric cells and photo-
multipliers should retain unchanged spectral sensitivity in the entire range of
measured quantities in order to have a high signal-to-noise ratio and support
adequate output currents with an error of AL

As was shown in [3], the basic metrologie characteristies of photoelectric
cells and photomultipliers, when measuring parameters of emission pulses using
the methodof high-speed oscillography, are connected by the relationship

T

frua 3)

TjZiy ()

- where T is pulse repetition rate; nt) is beam deflection on the osecillograph
screen at time t; f is oscillation sensitivity; and Z is wave impedance of the
measurement tract.

In conformity with (3), amplitude of beam deflection on the oscilloscope
sereen may be found by the formula

h(t) = [jZ

If d denotes the beam ® on the sereen, then it is possible to find the
relative error of amplitude measurements with output current I:

1= d/ljZ.
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On the other hand, relationship (3) does not explicitly take into account the
dynamic characteristies of photoelectric cells and photomultipliers. It is
therefore necessary to take both amplitude and time measurements with error
t on the time axis,. whereas the standardized time resolution

At of photoelectric cells and photomultipliers [3, 4, 17] also determines the
accuracy of photoelectric conversion of emission pulses of desired width ty:

A <& (4)
ta

- As we know [17], time resolution is determined as a function of conditions of
measurement of pulse characteristics, transient characteristics or the complex
coefficient of transmission set by the amplitude-frequency and phase-frequency
characteristics of the photoelectric cells and photomuitipliers. It should be
noted that according to classification in [14], photoelectric cells and photo-
multipliers can be related to the first subgroup of the first group of
measurement devices. Thus in addition to the basic error components already
considered, it is sometimes necessary to standardize functions of effect caused
by the possible deviation of metrologic characteristics from rated values and
determine additional error under varied operating conditions.

For certification of metrologic characteristics of photoelectric cells and
photomultipliers, as was indicated above, it is necessary to eliminate re-
production error of parameters of emission at the input and measurement error
at the output. This condition is satisfied using special meter devices of the
appropriate testing circuits of state references, The purposeful elaboration and
metrological certification of measurement photoelectric cells of photoelectric
colorimeters (FEK) and photomultipliers of cathode ray devices (ELU) now
assures the creation of new methods and means of optical-physical mea-
surements with an error of photoelectric conversion no greater than 15 percent.
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UDC 621.383.52
PHOTODIODES AND PHOTORESISTORS BASED ON GaSe
Moscow RADIOTEKHNIKA I ELEKTRONIKA in Russian No 7 1979 pp 1430-1432

[Article by G. B. Abdullayev, N, B, Zaletayev, A, Z, Mamedova, T. V.
Rudobol and V. I. Stafeyev: '"Photodiodes and Photoresistors based on
GaSe'"]

[Text] The study concerns research on the photosensi-
tivity, noise and threshold characteristics of photodiodes
and photoresistors based on monocrystals of gallium mono-
salenide.

The diodes were fabricated by fusing tin (the rectifying
contact) at T = 500-600°C, Specimens of gaSe of the p-
type with hole concentrations of 101 —10l em~3 and mo
bility ~30 cm?/v-sec were used.

It is shown that the diodes have photosensitivity in the
range of the spectrum A= 0,36-0,65 mkm and the long-wave
sensitivity threshold of diodes with an s-shaped volt-
ampere characteristic reached 1 mkm.,

The detector property D* at the maximum spectral sensi-
tivity A = 0.6 mkm of diodes with striight shift 1
U =10 v"8Ad T = 300°K achieved D* = 101" cm Hz? vt~ .
which is a factor higher than with photoresistors of GaSe.

Among semiconductor compounds AIIIBIV gallium monoselenide has a number

of interesting properties: a significant photosensitivity to visible radia-

tion, photo- and electroluminescence in the presence of induced radiation

with rapid electron excitation and so on and, due to this, it may be used

to create sources and receivers of radiation.

Earlier we have reported on some of the electrical properties of diodes
based on gallium monoselenide (1),
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In this study the resul-s are given of research on the photosensitivity,
noise and threshold characteristics of diodes and photoresistors of gallium
monoselenide at temperature intervals at 77-300°K.

For the base material of the diodes and resistors was used unalloyed and
tin-alloyed specimens of gallium monoselenide of the p-type obtained by the
Bridgeman method. The concegtration agd mobility of holes in the mono-
crystals of GaSe was p = 101°-1016 cn~ , = 30 cm2/v*sec with 300°K.
Wafers of gallium monoselenide were obtained by shearing from slabs of

GaSe perpendicular to the direction of the "C" axis. As a result of this
shearing a smooth, mirror surface was obtained which did not require further
processing.

The diodes were manufactured by fusing tin (the p-n junction) at a tempera-
ture of 500-600°C and indium (the ohmic contact) at T = 200-300°K on
different sides of the GaSe wafers, The specimens were illuminated on the
side of the rectifying contact. The surface area of the diodes was S~0.5
- 1 mm-.

Used in manufacturing the photoresistors were specimens gf GaSe and GaSe
alloyed with tin (Sn) with the dimensions 3 X 3 X 0,2 mm” at the end of
which the ohmic contacts were developed by fusion with indium., The
specific nonluminous resistance pT of the GaSe photoresistors was _on the
order of 102-10% ohm'cm and of the photoresistors of GaSe (Sn)~10°-10
ohm-cm,

Measurements were made with RSpec:>> Ripag. The spectral characteristics
were measured with a monochromator DMR-4, The integral photosensitivity
was measured at a modulation frequency of 100 Hz and illumination of 100
lk from an incandescant light ("A'" source). The photoresponse was re-
corded on an SI-19B oscillograph., The noise characteristics were measured
with a selective micro-voltmeter with an effective band A f ~~ 6Hz,

Lna
Sn Z,U*—
p-fraSe
1 15h
In 10
. 95+
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P - | . ,
~ 070 30 us
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Figure 1. Nonluminous Volt-Ampere Characteristic of a
Photodiode of GaSe
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Figure 2. Spectral Characteristics at T = 300° K
1, 3 —- diode with forward and reverse bias;

2 -- photoresistor of GaSe
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Figure 3. Dependences S, D* and U, on Applied Voltage
for Diodes (1,3,5) and Resistors (2,4,6)
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Figure 4. Noise Spectra for a Diode (1, Y-axis to the left)
and a Photoresistor (2, Y-axis to the right) from
GaSe with T = 300° K

On the straight leg of the volt-ampere characteristic (VAKh) sections of
several diodes with negative differential resistance (0DS) of the s-type
were observed. The voltage of the junction in the section with ODS
amounted to 20-40 volts (fig. 1). Since the base of the diode was manu-
factured from high-ohm material the basic voltage gradient with forward
bias fell within the base and not at the p-n junction. In connection with
this, the voltage across the diode considerable exceeded the magnitude of
the potential barrier at the p-n junction.

The diodes possessed photosensitivity in the range of the Spectrum:\ = 0,36-

0.65 mkm (T = 300° K), The long-wave threshold of sensitivity of the speci-

mens with s—shaped VAKh reached A= 1 mkm. The maximum spectral sensitivity
ma of the resistors and diodes with forward bias was found in the wave-

lengtﬁ range A p = 0.56-0.6 mkm (fig. 2, curves 1 and 2). With reverse

bias A of the diodes was shifted to the short-wave range of the spectrum:

™ m = 0.44-0.5 mkm (fig. 2,curve 3).

The integral current sensitivity of the diodes and resistors S increased
linearly with the applied voltage (fig. 3, curves 1 and 2) and reached
5-102ma/lm in diodes with forward bias and 1-10 ma/lm in the resistors.
Thus, the diodes possessed higher sensitivity than the photoresistors of
the same material,

The voltage of the noise Uy in the majority of diodes and photoresistors
at room temperature was also increased almost linearly with an increase
in applied bias (fig. 3, curves 3 and 4).

In all of the studies photoresistors and diodes in the frequency range
£=25 - 2+10% Hz noise with a spectrum of the type 1/f was observed

(fig. 4). When the temperature was jowered to 77° K the voltage of the
noise was sharply reduced. The nature of the dependence of Uul remained
unchanged here. The excess noise with a type 1/f spectrum in the photo-
_ resistors and diodes may be related to the process of manufacturing the
- contacts and processing the surface of the specimens.
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The detector property at maximum of the spectral sensitivit{)= .6 mkm1 in
diodes with forward bias U = 10v and T = 300° K reached 1011-103¢ cm Hz%vt™
which1 corresponds to the cut-off power Py = (Uy /Ry )/Sl'VA £ = 10-12_30-13
vt/Hz%, The value of the detector property in the photoresistors was
approximately a factor lower,

1
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Radars, Radio Navigation Aides, Direction Finding

UDC 621.396
EFFECTIVE ALGORITHMS OF MAXIMALLY PROBABLE PROCESSING OF RADAR SIGNALS
Moscow RADIOTEKHNIKA in Russian Vol 34, No 7, 1979 pp 8-14
[Article by V. I. Chaykovskiy, submitted after revision 8 Sep 1978]

[Text] In many instances, radar searching (simultaneous detection and mea-
surement of the parameters of useful signal) amounts to a maximally probable
evaluation of these parameters and the verification of the truth of the hy-
pothesis about the existence of the signal in the observed realization

Y(E)=s(t o)+ x(f), (€T, ¢))

where s(t,0l) is the determined useful signal with a vector of unknown pa-
rameters (X ; x(t) is the Gaussian noise with a known correlation function
[1]. The above procedures can be performed on the basis of the processing
of the complex envelope of the observed realization

Y@#)=S(¢ o)+ X (@), teT (2)

as a result of the formation and extreme analysis of the probability function
or sufficient statistics of the vector of informational parameters of the
signal component. The switching to the complex envelope of the realization
of the band-pass signal being studied is particularly advantageous in digital
processing systems. In this case, due to the low-frequency nature of the
spectrum of the complex envelope, the quantification frequency and the aper-
ture error of information quantization during analog~digital conversion de-
crease. Moreover, the complex nature of the representation of information

is well in agreement with the functional characteristics of the procedures

of digital spectral analysis which are used widely in modern processing sys~
tems.

Let us represent the complex envelope of the observed realization in the form
of a column vector Y in a complex unitary space by the expression

Y=18,+X, . (3)

where the complex amplitude 7= Ae® allows for the influence of the ran-
dom initial phase of the useful signal ¢0 , the information parameters f(z, v
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are determined by the time shift of the signal T and the displacement of
its carrier frequency' ¥, and the random vector X with a normal distribution
law and a known covariance matrix

A=E{XX7} 4)

represents an additive interference. Here and hereafter, the line symbolizes
the operation of complex conjugation. Having used a known expression for

a normal distribution law of a random vector in a real unitary space [3] and
having transformed it with consideration for the peculiarities of the scalar
product in a complex unitary space, it is possible to obtain an expression
for a probability function of a vector of information parameters [3 averaged
over the area of variations of the interfering parameter (random phase@)

LGB Y) =2Ls exp[Ré {AexploS] A~1Y)|de = 1, {A|SFATTY]), (5)

0

where I, {-} is the Bessel function of the first kind of the zero order
whose argument is the bilinear Hermite form of the vector Sp of the infor-
mation part of the complex envelope of the useful signal and vector Y of the

- complex envelope of observation. The matrix A -1 of the bilinear form
is formed by inversion of the covariance matrix (4). It is evident that the
bilinear Hermite form is a sufficient statistic of the vector of informational
parameters !3 and forms above the plane of its possible variance the surface

[ — | STA~IV
L3, Y)=[$;4-1Y], (6)

whose extreme analysis is aquivalent to the analysis of the likelihood func-
tion (5). Consequently, in the practice of radar searching the maximally
probable processing (MPO) oriented toward detection of a useful signal and
the evaluation of its informational parameters can be reduced to

the formation and subsequent extreme analysis of the surface of sufficient
statistics 1(13, Y). Thus, (6) is a matrix form of a basic algorithm of
maximally probable processing of a complex envelope of a radar signal with

a random initial phase under the conditions of a Gaussian interference.

Having made use of the property of associativity of the multiplication of
matrices, algorithm (6) can be represented in the form of a modular value of
the scalar product of the vector of observation Y and a certain reference
vector Gﬂ

G} =SiA—, )

formed by the products of known matrices S, and A=1¥), Thus, the expres-

sion i

L.1n the general case, vector ﬁ can also allow for other parameters of a

useful signal carrying useful information.

*Reference vector Gp can be considered as a solution of the system of linear
equations AGﬁ= SP .
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16 Y)=(Gy V)| (8)

representing each count of sufficient statistics in the form of a modulus
of the coefficient of mutual correlation or scalar product of the vector of
observation and a certain reference vector is true. Such an algorithm can
be called an algorithm of correlation of copies in the space of complex en-
valopes. A simplified functional diagram of the MPO system on the basis of
the correlation of copies is shown in Figure la, where symbol M designates
the procedure of the decermination of modular values, and symbol H designates
the procedure of the accumulation of pair products. As follows from (8),

the formation of each count of sufficient statistics ! (Q, Y) in an N-dimen=-
sional space is materialized as a result of the fulfillment of N operations
of complex multiplication,

o
G, G
. 9 "y
'r‘u y"
Glp+r) G,
" e P e

Key: 1. PF -~ Fourier transformation
2. OPF -- inverse Fourier transformation

<2

More economical MPO algorithmswith respect to the amount of computations can
be obtained if we represent vector Sp as a sequence of counts. If a signal
with zero initial values of parameters T and y has a complex envelope
S(t), then the complex envelope of the same signal with arbitrary values of
these parameters is, as is known [4], equal to

Sp(t)y=-exp[—v(t — )] St — ).

Let us assume, as it is taken in the theory of discrete Fourier transforma-
tion (DPF) [5],that W is the symbol of the latticed complex exponential func-

. 2
tion exp[ljg(-ﬂ» and symbols r, k, q, and p respectively denote dimension-
less values of the displacement of frequency 4§ , current time ¢, shift T,

and current frequency (5 . Then, the following representation of vector S@
in an N-dimensional complex-valued space is true:

Sy= W-re=0S(k —g), kEN.

The observation vector Y and interference vector X can be represented in an
analogous form: Y=Y(k), X=X(k), kEN. In this case, the elementsof the

covariance matrix /\ are defined by the expression

\y=EX®X@), *kieN
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and, due to the stationary state of the interference, possess the properties

of diagonal symmetry (Mi=™#) and invariance to shift (‘= Metau+al-
The elements of the matrix A\ =1 possess the same properties.

Having made use of the notations introduced above, let us represent the suf-
ficient statistics (6) in the form of

Lry g, V)= | W |[W-rtS (k — )ITA-TV (8)|, r, REN.

By virtue of the above-mentioned property of invariance of the elements of
matrix /\'1, the following relation is true

Lry g, V)=|[W-#S &)A=Y (k + q)|, 1, REN,

which can be represented in the form of a modulus of scalar product

1(’. q, Y)=|({W-’*G(k)], Y(k+q))], r,BEN, (9)

where GT(k)=ST(R)A™! 1is a certain reference vector coinciding with the
solution of the system of equations AG =S, By definition, a scalar pro-
duct can be written in the form of sum of pair products

iry g, Y)=\20(k)7(k+ Q)W-rt|, r, EEN. (10)
° .

Consequently, the sufficient statistics coincides with the DPF modulus of the
sequence of pair products of elements of the reference vector and the sliding
vector of observation which, in technical applications, is called correlation
product

= Y , rREN,
I(ro g )=IFIGR)Y(k+q)l, r kE an

In this expression, F==ﬂVV—”H is the DPF matrix.

The MPO algorithm represented by expressions (10) or (11), with respect to
its informativeness, is equivalent to the algorithm of the correlation of
copies (8) and amounts to the determination of modular values of the sequence
of the DPF of correlation products of a fixed reference vector which is de-
veloping with time, and the vector of the complex envelope of observation

at each step of its sliding. The Fourier transformation of each correlation
product forms at points +w, a latticed copy of the cross section of the sur-
face of sufficient statistics L( [, Y) parallel to the axis of the shifting
of frequency ) with a fixed shift tg. Algorithm (11) which accomplishes the
MPO on the basis of spectral analysis of a correlation product can be called
correlation-spectral algorithm., A simplified functional scheme which real-
izes such an algorithm is shown in Figure lb, where symbol PF denotes the pro-
cedure of Fourier transformation, and the remaining notations coincide with
those adopted earlier.
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When the correlation-spectral algorithm is used in an N-di@gnsional space,
first there forms an N-dimensional correlation product G(k)¥(k+q), on which

N operations of complex multiplication are spent. Then the obtained sequence
is transformed by means of the procedure of fast Fourier transformation (BPF)
on which additional 0.5N logoN of multiplication operations are spent. Thus,
the total expenditure amounts to N+0.5N logy N such operations. Sinceasa re-
sult of this, there form N counts of sufficient statistics corresponding
to various values of frequency shifts, then the proportionate expenditure of
operations of complex multiplication per ome its count are equal to

n= NHOIVIBN _.y 1 05l0g, N<N

and always less than the corresponding expenditure when MPO is realized on
the basis of direct correlation of copies. If instead of the BFF procedure
the standard DPE procedure is used in calculations, the effectiveness of
the algorithm is lowered approximately to the level of the effectiveness of
the algorithm of direct correlation of copies.

Another economical MPO algorithm can be obtained by using expression (9).

- Since the operator of discrete Fourier transformation, by virtue of its or-
thogonality, is unitary, and, consequently, maintains the value of the scalar
product [6], then the following relation is true:

I(r, g, Y)=|(F|W-"G(x)], F[Y(k + )D\.

In accordance with the known [5] DPF theorems, the first co-factor of scalar
product can be reproduced in the form of F[W-*G(k)] =G(p+r) , where index

r symbolizes the shifting of the vector G(p)=FG(k) along the axis of fre-
quencies., By definition, Fourier transform of the 2nd co-factor coincides with
the sliding Fourier transformation (SPF) Yq(p) of the vector of observation

(7]
FIY(4-q=Ye(p) P kEN.
Thus, the sufficient statistics is equal to

Ly g, Y)=11G(p + ) Yo (Pl PEN (12)

and MPO is reduced to the sliding Fourier transformation of the vector of
observation and determination of modular values of scalar products of the
vector of the sliding spectrum Yq(p) and spectral images G(p+4r) of the
reference vector G(k) with prescribed frequency shifts r. The procedure of
the determination of scalar products is accomplished over the entire set of
possible frequency shifts ). at each step q of the sliding of the vector
of observation. As a result of this, there form latticed copies of sections
of the surface of sufficient statistics analogous to those obtained in the
realization of the correlation-spectral algorithm (11). Algorithm (12) which
realizes MPO on the basis of SPF can bhe called spectral-correlatiomal since,
unlike (11), spectral analysis is realized during the first stage of process-
ing, and the correlational product of spectral images is formed during the
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second stage. A simplified functional scheme of the system realizing tle
processing on the basis of SPF is shown in Figure lc, where the symbol PFq
dcnotes the SPF procedure.

For the formation of each count of sufficient statistics, when SPF is real-
ized on the basis of effective recurrent procedures expending on each cycle
of sliding analysis N operations of complex multiplication [7], it is neces-
sary to perform only (14Q) such operations where Q is the active dimension-
ality of the spectral image G(p) of the reference vector G(k). When proces-

- sing radar signal with a small size of the base, this value is substantially
smaller than N and the spectral-correlation algorithm is not any less effec-
tive than the correlation-spectral algorithm. The algorithm is particularly
effective in processing simple audio signals (Q=1). 1In this case, the ref-
erence vector G(p) degenerates into a one-dimensional vector, which elimin-
ates the necessity of the formation and summation of the elements of the
correlation product in the spectral region. Thus, the structure of the pro-
cessing system is simplified as a result of the elimination of the complex
multiplication device and digital accumulator, and the number of complex
multiplications spent on the formation of each count of sufficient statis~
tics decreases to one,

The algorithms (11) and (12) examined above make it possible to form latticed
copies of cross sections of the surface of sufficient statistics parallel to
the axis of frequency shifting. Having used (l1), it is possible to obtain
the effective MPO algorithm forming cross sections parallel to the time-delay
axis. As can be shown [5], the Fouiier transform of the vector [G(k)x¥ (k4q)]
is equal to the convolution of the co-factor spectra. Since

FG (k) =G(p), FY (k- )= WY (p),
then '

Ur g, V)= |26 (o~ )V (») W | =|FG(p— ) T} (13)

Thus, the sufficient statistics is defined as the modulus of the inverse
Fourier transformation of correlationproduct of the reference vector G(k)

and the vector of observation Y(k) in the spectral basis with all possible
values of frequency displacement Vy and shift tq. The algorithm of MPO
corresponding to such definition of sufficient statistics in the first stage
amounts to the determination of the Fourier transformation of Y(p) of the ob=-
servation vector and the formation of correlation products [G(p-r)¥(p)] by
the set of the varying parameter of frequency shift r. The spectral image
G(p) of the vector of the reference signal in this case is assumed to be
known. The second stage of processing amounts to inverse Fourier Transfor-
mation of the formed correlation products. Each such transformation, after
the determination of modular values, forms a cross section of the surface of
sufficient statistics parallel to the axis of shifts q in entire interval of
the determination of the vector of observation Y. Since the above algorithm
realizes the Fourier transformation both in the first and second stages, it
can be called spectral algorithm. A simplified functional scheme realizing
such an algorithm is shown in Figure 1d where symbol OPF denotes the procedure
of the inverse Fourier transformation.
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In order to eliminate boundary distortions of the results of the processing
on the basis of the spectral algorithm, the dimensionality M of the vector of
observation must correspond to the full range of possible delays of the use-
ful signal and, consequently, to be substantially greater than its dimension~
ality N. This lowers the effectiveness of the algorithm. Sectionalization
of input information and its processing in mutually intersecting intervals
remove the above-mentioned defect. Organization of sectionalized processing
fully coincides with the known processing [8] oriented toward obtaining ape-
riodic convolution in a space of real samples and does mot require additional
explanations. The dimensionality of the vector of observation in sectional-
ized processing by the spectral algorithm usually is taken to be equal to 2N,
so that for the formation of one count of sufficient statistics (13) with the
use of the procedures of the fast Fourier transformation, approximately

o°g221V'+'§% operations of complex multiplication are used, where Q is the

active dimensionality of the spectral image of the reference vector G(p).
Thus, the spectral algorithm is somewhat less effective than the correlation-
spectral algorithm, however, it always remains more economical than the algo-
rithm of direct correlation of copies.

The four MPO algorithms for complex envelopes of radar signals are well suited
for realization on the basis of the use of digital computers, since, all other
things being equal, they minimize the aperture error of quantization and quan-
tification frequency at the stage of analog-digital conversion. Three of the
four algorithms make use in one or another form of spectral representations

of information, which makes it possible, as a result of applying effective
procedures of the fast Fourier transformation or recurrence analysis of the
sliding spectrum, to reduce the volume of computations in comparison with that
for the realization of the traditional algorithm of the correlation of copies.
Moreover, the complex-valued nature of the input information agrees best with
the functional peculiarities of various procedures of the Fourier transforma-
tion, which additionally lowers the computation and equipment expenses.

Since, as follows from the formulas representing effective algorithms, in the
absence of an interference, the surface of sufficient statistics [ (r, q, S)
coincides with the surface of the body of mutual ambiguity of useful signals
(Woodworth [4]), such algorithms should be considered as algorithms of infor-
mationally complete representation of radar information, The completeness
condition is always satisfied when the steps of quantification with respect
to time and frequency are selected in accordance with the requirements of
Kotel'nikov's sampling theorem.

Apart from a harmonic algorithm, the realization of a base algorithm (6) is
possible in any other orthogonal base, for example, in the base of the Vilen-
kin-Krestenson step functions. However, preliminary analysis shows that in
such a base there is practically no possibility of reducing computation ex-
penditures in comparison with the algorithm of the correlation of copies.
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It is advisable to use the above-mentioned considerations together with the
obtained results of the synthesis of the algorithms in development and analy-
sis of the efféctiveness of systems of maximally probable processing of var-
ious radar signals.
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UDC 621.396.96

* RADAR CONTRAST BETWEEN TWO OBJECTS

Kiev IZVESTIYA VYSSHIKH UCHEBNYKH ZAVEDENIY: RADIOELEKTRUNIKA in Russ ian
No 6, 79 signed to press 13 Fed 79 pp 63-67

[Article by A. 1. Kozlov]
[Text] Annotation

Concepts were obtained of dispersion matrices (MR) of two objects with
one and the same polarization basis through characteristic values of
these MR and a relationship was found between the radar contrast and the
type of polarization of the radiating wave.

In a number of cases, the use of polarization effects in radar makes it
possible to increase the value of the reflected power considerably by
proper selection of the type of polarization of the radiating electro-
magnetic wave. For isolated targets, this gain may reach one-two and even
three tens of decibels compared to the traditionally used linear polarized
waves 1, 2].

For example, when scanning remote targets of the earth's surface, of
interest is a comparison between signals reflected from two different
sections (resolution components) for the purpose of selecting a kind of
polarization at which the contrast between them is maximum (by contrast
we mean the ratio between the powers of the indicated signals).

The given problem can be golved easily if the sought-for ratio is written
using the respective components of dispersion matrices of the two sections,
hereinafter called objects. However, in this case, it will be necessary
<0 deal with 14 actual parameters: three complex parameters from each
object and two describing the polarization of the incident wave. In this
connection the problem arises of representing the dispersion matrices of
the two objects on the same polarization bases through several invariants
of these MR, In this case, naturally, the purpose is to impart to both
MR the simplest symmetrical form. On Poincare's sphere (Fig. 1), let a
pair of diametrically opposing points (1-1) represent the characteristic
polarization basis (PB) of the first object and pair (2-2) -- of the
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second. We will designate angle 102, which is invariant to changes of the
bases, by 2«,,

Fig. 1

In each of the indicated bases, one of the dispersion matrices is diagonal
. A, 0
AI-l =[ * ]. P2-2=[p’ O],
0 2, 0 p

B where R,and az, p, and p, -~ characteristic values of dispersion
matrices of the first and second objects respectively which, in the general
case, are complex numbers. For definiteness, we will consider that

[2|=1%2]; |pi]=]p2|. Indices of A and P indicate the polarization
basis used for consideration.

When changing over from one PB to another, the dispersion matrice, as is well
known 1, 2] » is subjected to congruent transformation by means of
unitary matrix Q, consisting of four parameters:

(D, ’ ‘1 Q,
the general form of which is [3, 4] - ne

| eMcosa —e Psina
Q=¢e? .
sine e Meosa

et
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1f two pairs of diametrically opposite points on Poincare's sphere show
the old and the new basis, then the angle between corresponding diameters
will be equal to half of angle o6 [4] .

The geometrical interpretation of the remaining parameters @ , E ,
and 7'] is of no interest for the problem being considered.

The polarization bases represented by the points on the major circle, the
plane of which is perpendicular to diameter (1-1) in Fig. 1, will be

obtained from PB (1-1) at o(.=')'l'/4 .+ Similarly PB,

represented by points on the major circle, the plane of which is perpendicular
to diameter (2-2), will be obtained from PB (2-2) also at 06=-"7T/4.

The basis which is represented by intersection points of the major circles
considered, we will assign index (0-0) and will call it the zero basis.

The dispersion matrix of the first object on basis 70-0) will have the

form:

A(J—o = QioAl..]Qlor §))
and of the second --

Py o= QuP, 2_2620- 2

Indices of Q designate from which to which basis the transfer is being
- made, for example, Qg corresponds to transfer from (1-1) to (0-0).

From equalities (1) and (2) follow inverse formulas

A= 61.0A0—0Q;o

~, . [ 3
Pog = Qa0Py_oQ20

where the basic property of a unitary matrix

Q@ =[gf]-
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is taken into account, while symbols oY% and * designate
correspondingly operations of transposition and complex conjugation.

On the other hand, in correspondence with transformations types (1) and
(2) we have:

A= QoiAO—O'.Q'M . ) @
Py y= QozPo—oaoz

a comparison between (3) and (4) indicates that
~e ~y .
Qo=Qu  Qu=0Qp, ©)

from which it follows that

Cigy == Oggy  Tlos = — Typy Ei=n+ gio'

Using relationship (1) and requirement Gy =mn/4, we will
write the form of the dispersion matrix of the first object on basis (0-0)-

Moo= _l Me’lmu + Me—ﬂa" A‘el(fln'ﬂu) — A,e—l(n.,-l-g“) (6)
2 Me‘(n.ﬂ-i..)__ %e—tm..ﬂ..) Mem.. + A,e"“‘l- .

PO-O has a similar form.

Matrix (6) contains little useful parameters N s E.o . It is
important to express them by parameters which tie together PB (1-1) and
PB (2-2), i.e., angle a,, and ‘é,z v N2 .

The transfer from PB (1-1) to PB (2-2) can be made directly or in arrangement
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(I=1)—>(0—0)—~(2—2),

which can be written

A z= Qqu—:au = Qo (QmAx-fQ‘m) 602 = aonmAl—xamQ;o.

where (5) is used. It follows from here:
e ~
Qu= QoQy = Qon;h

which produces-*
g0 — Moo — 1o + 520 = 224y
- N0 —Mz0 + Ero — E20 = 2M4a . . Y]
N+ Mo+ 8o+ 8= Lu+=n

Relationships (7) represent a system of three equations with four unknowns.
We will write one of its symmetrical solutions:

. Nz +Ein R
Tho = 2 "4

—a |3 %
§m= Mg 2!2+ 12 +_4_

a — T
oo = — is+"12|z §12+T

®

%= Netle 3
E!0"' 2 +4

We will substitute (8) in the general form (6) for dispersion matrix A
on (0-0) basis

i
Docg=-~

i,
2[(pl_p2)e pi'l'p'z ]' . (9)

B+ i (g — ) €770
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similarly

Po—ﬂ = _‘2 [(sl —_ Sz) e—lali Sy + 33 ] (10)

1]
51+ s, (sy—s,) elon

where

By= l‘ef('lu-ﬁn)

Py = Aae—‘(ﬂlﬁ-ﬁul
5 = p’e-‘('ln—ﬁu)

s’ == p‘e‘m"—ﬁlll

Relationships (9) and (10) give the sought for representations of the
dispersion matrices of the two objects in the same PB, expressed by
their characteristic values of each MR and the parameters tying together
the characteristic polarizations of each object.

The following representations for Grave's pover matrices follow from
relationships (9) and (10): ’

aA=—‘["‘"’+w= e““'-<n,|=—m.1=)]

2L (IhP— ) (A P42

G, = _;[lp:i’+lpzlz € (I, |=—tp,|=)J
e (nRE—1p0  |pl+p

As may be seen, Grave's matrices depend, besides p and A only on
angle o, .

We will now compare the powers of the signals reflected from the objects,
We will write the orthogonal components of the incident elliptically
polarized wave in PB (O-O). in the form

Einax, = cos pe'%'®*

’
Esnag = sin e~ %'
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where F and q’ determine the form of the polarization ellipse. The
value of the power reflected from the objects will be determined by

relationships
M= E;uGAEm\ ) }))
~ 1
l'I,, = EnthPEm
where Enan = (E lnanEmal)_'

Relationships (11) make it possible to find the sought-for ratio of the
powers of the signals reflected from the two objects depending upon the
form of polarization (parameters p @ ):

I, oy, 14k, sin2Bcos (29 + ay)
I=T, =5, TTk,sinoBcos Qo —cty) * (19

where coefficients k; and kp characterize the degree of polarization
anisotropy of the objects

PN L e .Y RPN 1Y V- s
YETLEFIRET T InPEIPP

Um———' |A’|2+'A’Iz' 02p= Ip‘lz+lp2|z'

Sum JA]2+ |A2]%  representing a spur of Grave's matrix, is invariant
to bases (1) transformation. It is equal to the sum of all effective
dispersion cross sections (EPR) with parallel and transverse polarizations
and is called the full EPR of the target (5) (for horizontal and vertical
polarizations 0z = Orr+ Gan+201s).

External values are assumed by q, as follows from (12), when Sin2f==+],
In this case:

B . ®\ oy 1k cos(2p+ay)
th—q(?ﬁ-i 2)—?; 1= kp cos (29 —ay)

A further analysis shows that extremums are reached at
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29=ﬂ—a_rceoc(

Kk, sin 2a,, )

Vi + k- 2kykp cos 2,

ky—k
_arctg(k:+k: —tgu‘,)-l-?:m.

n=0,41,...

It may be seen from (12) that the sought-for value of q represents a
product of two factors, one of which is a ratio of full kPR of objects
independent of the form of the incident wave polarization, while the
second -- takes into account the polarization anisotropy of the targets.

’oﬂ,aﬁ (1)

081040
xp=/0

R
D
R-
=

Fig. 2
1. db

Fig. 2 shows the relationship between the external values of the second
factor, designated

K | LN

and the value of k) for various kp » with angle &,, assumed equal
to 77'/2 . The upper curves in Fig. 2 correspond to the maximum value
of R and the lower -- to the minimum value of R. 1In other words, when the
form of the incident wave polarization changes, the ratio of powers of
reflected waves will change from
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Oy .

pAY -~

R max to R min ) .
%3 b

In conclusion, we will turn our attention to one relationship., Let
points (3-3) in Fig. 1 represent a polarization basis for making measure-
ments. The dispersion matrices of objects in this PB will be assumed

to be S and P, 1In this case, for k2 and kp the following [1, 2]
is true:

dets T TdetPl
kl=l/-l_4lo- I, kp=l/-1—'4ldetpl-
ZA U”

If angles 06!9 and D('zz are introduced as was done in Fig. 1, then
_ 34— Tan — up —Omp
k). = 0Oy, COS 2043 ' P Oy, COS 20,3

where O’” and 0}2 are the .EPRof two orthogonal polarizations.
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UDC 621.396.96
THEORY OF NOISE~LIKE SPACE-TIME SIGNALS

Kiev IZVESTIYA VYSSHIKH UCHEBNYKH ZAVEDENIY: RADIOELEKTRONIKA in Russian
No 7, 79 signed to press 28 Apr 78, after revision, 3 Nov 78 pp 3-10

EArticle by A. 1. Pogorelov]
[Text] Annotation

A definition of noise-like space-time signals is given and their classifi-
cation is described. Froblems of forming and processing phase-manipulated
space-time signals were considered. An analysis is given of the output
effect of an optimal system for processing such signals.

Space-time presentation of signals was found to be very fruitful in
solving a great number of problems in radar, navigation, control and
communications. At present, it has achieved a level where problems in
the practical implementation of the optimal methods for transmitting

data and measuring motion parameters can be solved successfully. However,
unlike systems with "time' signals, the optimization and practical
implementation of whick are being developed in the direction of seeking
the optimal structure of the signals, as well as finding optimal algorithms
for their processing, in systems with space-time signals the solution

of these problems is limited at present, as a rule, only to searching

for the optimal procedure for processing space-time signals (PVS). This
narrows considerably the area of using the space-time approach and makes
it impossible to unveil and implement its possibilities fully because

the problems of selecting the shape of the signal that determines the
system structure, as well as its basic indicators, are some of the most
important problems being solved in it:r design.

In synthesizing optimal time signals, attention was given to pseudorandom
or noise-iike signals (ShPS). A number of properties that were responsible
for their wide dissemination and that predetermined great possibilities of
the systems when they are used [1] s provide a basis to consider that

many problems of measuring motion parameters and transmitting data may

be solved by using noise-like space-time signals (ShPVS).
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Below problems of forming and processing ShPVS are considered for viewing
a given comparatively wide sector of space.

The PVS may be represented in the form of a vertical or horizontal vector
of electric field intensity with an angular density s(t; @f ), where

e -- angular coordinates of the PVS arrival direction. In the
simplest case we will consider the PVS with a single-dimensional angular
density 2 e . In this case, like the psemdorandom coding
of signal s(t; & ) with respect to time, it is possible, by taking into
account several limitations, to implement pseudorandom coding s(t; )
and along space coordinate & , where é =sin® , P --
angular coordinate. Such PVS s(t; & ), which has a noise-like structure
along time, as well as space coordinates, we will call a noise-like space-
time signal.

Like time noise-like signals, the ShPVS may be classified into signals
with analog and discrete modulations, which may be formed as a result of
their space-time modulation at intervals [t} <« T and }e]s Om .
In case analog modulation methods are used, the following expression can
be written for the ShPVS:

s(t; 8) = S (1 8) exp {j (o + o)}
where é(t; 8 ) -- complex envelope of signal

§0) =15t 6)|exp{jot: )

determined by the kind of modulation used, while ?o -- initial phase.

Any methods of time and space discrete coding can be used in principle

for signals with discrete modulation. As an example, we will describe a
discrete-coded signal using symmetrical cyclical coding which leads

to some simplification of calculations, as well as simplifications of
arrangements for practical implementation of systems with the ShPVS. 1In
this case, modulation with respect to time t and space § is done according
to one and the same pseudorandom law, for example, according to the

law of some pseudorandom sequence (PSP) which, in the case of using a

linear antenna array, leads to the following expression for a discrete-
coded signal:
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5t 8)= i ﬁ i és,exp{j[(mo-{-o),)t-{-tp,]}x

t=—c0 jm—to k=a—t lmm—n

— 9T 73 6 — kAB — j20,
x| =CEEE ‘”Jme)n[ ]

where N -- number of PSP elements, while A O and At -- respectively
values of the space and time elements of the PSP; Si, o, ¢ --
respectively values of the amplitude, frequency and phase in the 1-th
position; dy = +1, -1, f, (@ ) -- determines the form of space PSP,
mox y -- cutting ¥unction determined in the following manner:

1, IX'<_;'0
@)= 1
01 |X|>?,
26, _ =2 _
T .
At=00g- . ®

In this case, the discrete-coded signals may be classified into amplitude~
manipulated, phase-manipulated and frequency-manipulated, as well as
signals with combined manipulation. The structure of phase-manipulated

- ShPVS when using for the space-time coding a seven-element Barker code
(+44-=-+-) is shown in Fig. 1.

Forming a noise-like PVS structure with time coordinates is not difficult

1 . At the same time, in space coding, for example, it is difficult
to form the required rectangular shape of the space element of the pseudo-
random code fi (@), which leads to a peculiar space structure of the signal
that differs from that ideal ShPVS structure shown in Fig. 1. These
difficulties are caused basically by the limitation of the space frequency
spectrum, due to the limited dimensions of the actual aperture of antenna
systems.
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Fig. 1.

We will now consider the special features of moise-like space-time coding
in which we will assume a given value 29 =2Xu/A, of the
space frequency spectrum, where 2X -- maximum linear aperture of the
antenna system, while A --mworking wavelength,

To form the ShPVS, we will utilize the well-known methods of forming
complicated antenna radiation patterms (DN) for which the product of the
width cf space frequency spectrum ’Zx" by the "duration" of space
interval 20, scanned is considerably greater than unity [2, 3
The formation of such DN, used basically in processing PVS, is based
on the space-time modulation of the amplitude-phase distribution in the

aperature of the antenna array. In this case, the formed PVS s(t; @ )
. may be represented thus:

st: ) =s(OF®:1), C))
where F( @ ; t) -- DN, determined by the amplitude-phase distribution
I(Y st) in the well-known way
X

F@H= [ I(:fexp{— j2n0y) dy. @

-

As follows from (4), the space characteristics of the signal are fully
determined by form of DN F( @ ; t). Substituting DNin the form
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F(©:f)=|F©:t)]explig(6;1)} (6

and formulating the condition for a uniform scan of the given space sector
(-9M ; 9“ ) in the form

[F(8;8)|= Fy=coist, |8| <8,, )

we, taking into account (5) - (7) and for a condition 20,21, > 1
arrive at the following expression for DN:

m .
F(B;8) 2 Foexp{jp (kA®; )} sin c2nX, (@ — kAB), ®
hes—m

where

. sinx 1A _

sincx == - AQ = 9X: = ox 2m <+ 1 = 20,2)..
Determining 9 (kAG; o) as cyclic, 2T-periodic functions
differing from each other only by a shift in the integral number of time
intervals 4 t, the number of which in interval 2T we select equal to

the number of DN (8) discretization points in interval 204

cp(kAe;t)=q>o(t‘-—kA9I —-i27'), {=—o00,..,00,
x /

)

we obtain from (8)
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F@®:f) = F,,E exp {1% (t —8 eT: — m)} ~

00 m

~F, 2 2 exp t,'% (t — kA0 — i2T>} sinc 21k (0 — kAB).  (9)

Z {=—00 Re=—-m

The structural arrangement of the system that implements the algorithm
for forming the ShPVS (4) may be represented in the form of a linear
antenna array shown in Fig. 2, the radiation pattern forming the arrange-
ment (DOS) of type

F@©) = i sinc 2ztXy (B — kA8),

k=—m

Modulators (M) are installed at the input at each of its channels, controlled
by signals of a modulating function oscillator (GMF) and performing in the
general case frequency, as well as phase modulation of signals s(t)

received through distrihution device (RU) from the high frequency

oscillator (GVCh).

200 M
J 2
. _ & THid)
~——M
R A oy V77|
(4)
Fig. 2 ’
1. DOS . 3. RU
- 2. GMF 4. GVCh
192

FOR OFFICTIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000200040025-8



APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000200040025-8

FOR OFFICIAL USE ONLY

When utilizing discrete-coded ShPVS, functions 9(RA6; t)

will be represented in the form of functions quantized by time and

levels. Of great practical interest are functions o (kAB; 1),

that have only two quantizing levels, for example, 0 and 49T , the

quantizing with respect to time of which is done according to a law for
- some PSP with 2n + 1 elements and a duration of (2n + 1)T, = 2T,

In this case

exp[i%(t—kAe—T —127‘)}: 22&1}[ il e A £ ]

el To

[ £y F—

and the formed phase-manipulated ShPVS has the form

00 m

$(:8) = 2 Sea [‘ i U "27] sin 2ty (B—EAB).

To
=00 k= loc—n

(10)

The structure of signal (10) is very unusual. Thus, in any of fixed

directions 8, =kAB, coinciding with the DN discretization point,
there is formed a signal

00 n

S(t;e)== zzsoelm.tdln[ t - (l+k)“°'—'i27‘]
T, !

im0 [mmemnt

differing from signals formed in other directions of discretization
.@;=iA8, only by a time shift of Abyy= | k—j| 7.

In the directions that do not coincide with the directions of discretization
of DN ©,5=kA6, a ShPVS is formed that represents an entire

set of signals equal in structure (theoretically 2m + 1 signal), differing
from each other in accordance with (10) only by a time shift, with an
intensity and an initial phase (o or Jf ), which, when they are processed,
makes it possible to limit oneself to a common filter matched with them.

However, in spite of such a complex structure of phase-manipulated ShPVS,

formed in the scanning sector ( - 9»13 Bm ), the density of the
signal power flow in any of directions =1 < O in interval
|t} £ T will be constant (7), (10). =
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Processing of the ShPVS. We will assume [4] that in intervals of time

[—Tupus Tups] and space [—Bumx; Buopu] field y(t, ¥ )
proceeds into the aperture of the receiving system [—%st op; Xoempm] o
This field has a distribution density along the angular coordinate ~

yt:8)= Y5, (:6)8(8—8)+nt6),

i=]

representing a mixture of ShPVS (10) reflected by reradiated point objects
or additive normal interferences with correlation function 5

(n(t1:8) 1% (t:©)) = Nd (t, — 1) 8 (8, —8,).

Below we will consider processing in those intervals of space and time
where they are formed

(Tnpu = Tnpn; ) eunpu = eunpz),

and will also assume that Yunpue = Xnaoz-

By neglecting the delay of the signal envelope in the aperture and

B assuming that the angular signal spread |8:—8;| =1/2%x, we arrive
at the following expression for the optimal effect of the processing
_ system:

T Oy

- Y®) =l_Sr_i.S°exp {—f[zuw—exy—% (t—eg;)+-%]} *

Xy (6%) aurx:‘ ST' S,exp {— j[2:tfot—cpo (,_éér:)_}_' cp,,]} F, (G;t);itl .
P JA

* Function
x' - >é. Py N . A ~
F,@;0= { ylt:%)exp{j2nOX}dX = S y (¢ ©) sinc2aX, (6 —6)d0
! —%u —Oy
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B which enters (11) in interval [81<6u  ynder

i condition 20,2%, %> | may be represented in the form of a series
m \
- F,8t) = kg;m F, (A8 1) sinc 2Xyunpe (B8 — £48). 12)

Then, taking into account (12), we obtain for the optimum output effect
m
Y®) =‘ 2 sinc 2nX,, (© — kAB) X
k=—m

r .
; T
x | s (= i[onii —0u(t—0g ) + a Pesoina. a9
=T .
- The processing system, simulating algorithm (13), is shown in Fig. 3.

Y Y----==-oy
[y a0 |

3

)

1. DOS 3. I
2. AD

The radiation pattern arrangement (DOS) of the antenna array forms (2m + 1)
partial DN. Oscillation from the k-th output of the DOS proceeds to the
k-th channel of time processing, consisting of an optimal filter (0 1!) and
amplitude detector (AD). Interpolator (I) implements the formation of Y(&).
Using cyclic coding in forming the ShPVS makes it possible to limit oneself
in their processing to one optimal filter in each channel, because a set of
signals equal in structure (10) proceeds to the input of the processing
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system. In other coding methods, each channel of the antenna array must
contain a full set of filters matched to each of the received signals.

We will consider separately the signal Yy ( 6 ) and interference Y, (6)
components of the output effect on the assumption that the single essential
parameter of the signal received from direction Bs

st:9) =3 > 2.. Syexp{j (oof + @,)} X

imev00 kzm—m lea—n

xd,II[ t — (4 )1, — i2T

To

] sinc 20Xunps (8 — £AG) 60 —8,) (14)

is the direction of its arrival., Then for Yg (6@ ) we obtain

m . T
Y,(8)= > sinic 2nkunpu (6 — gAB) j Soexp{— j (ot + @)} X

qm—m -T

] o
t— It ~ : 2 A
x Z 4 [ T‘%} dt j $ () Sinc 20¥ypn (6 — gAB) ae, -
lea—pn -8,
00 n m m n )
- SE 5 S
%o

=00 j=ef) ket Qezmmt za—n

« H[ =i+ B — 2T ]sinc 2hunpu (6 — 9A6) X

To

X SINC 2WXympu (8, — GAB) SINC 2Whunps (B, — £AB) | )

Transforming (15), we finally obtain

m
Y,(0) = |s§2Te"°s-°o' 2 W (t — kT X

k=—m

X 5in c2Xynpu (6, — 6) sinc 2nXunpy (O, — £AB) l . _(19)
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In (16) TE’Ct) is the autocorrelation function PSP, according to the
law of which the DN phase characteristic is coded.

The interference component Y, ( € ) of the output effect is determined
in a similar manner

m T
Y. (©) = i S Sinc 25X ump (8 — 9A8) ST Syexp{—j (oot + Po)} X

q=—m
n 6y ! _
x E[d‘n ‘:""Jdt S n it 6) sin ¢ 27%unp @ —qA0) B | . (17)
B i=—n ° -8,

(17) represents a normal random process with a zero
and a correlation function

(Y.(8) Y;(e,))=l S S 3 S sine2nt 0, — ka0
kmm—m g=—m |

=y [t

mathematical expectancy

T
Xsin c2n¥, (82 —_ qAG) j‘y Sg exp {j(,)o (n - t,)}d,d,l'l [ti —; I’Fo] | [t: - 1“0] X
0
\ __r ]

%
Oy :
Xdtdt, g g (n(t; ©) n* (¢, 8,)) sinc 2nXy (8, — kAB) sinc 2nX,, (8, —
=8y
—86)d8d8, | ~ [s3oT o sinc 2nt, (6,— 8) ¥ ¢, 1) l T

With the assumption made above on neglecting the signal delay in the
aperture, and the fixed direction of the signal arrival, the optimal

space-time processing, as in case [5 » Separates into two independent
processings- spatial, with algorithm of form

m X .
Y, ;)= 2 sinc 2%, (8 — £A8) 5 y (t;X) exp {j2nOX} dX,,
Azm—m -

and time --

To

Y. = \ STS., exp{— (2nfe + %)}2 4T [‘”"———"—‘21] Y.(8: ) dt] :
-T

fz~n

197
FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000200040025-8



APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000200040025-8

FOR OFFICIAL USE ONLY

The presence in the aperture of the receiving antenna of an entire set
of signals arriving from one direction (14), leads to the fact that the
echo of the system also contains a set of signals (16), formed by the
basic and side lobes of the output effect. Fig. 4a shous the approximate
shape of an envelope of the output effect when the signal arrives from
directione.= (k+—l—)A6. (f) and in Fig. 4b -- from direction S,=kAS.
) -~ 2" The general shape of the signal component of the
output effect for case @,=kAO is shown in Fig. 4c.

Y16

N,

~

4
S

N F———————

As follows from (14), (16), as well as from Fig. 4, the processing system
compresses signals 28u2% times and provides a signal to
noise ratio at its output (16), (18), equal to S¢22T 29w/ No-

The occurrence of several signals in the scanning zone leads to the
formation of echoes at the processing system output (Fig. 3), the time
position of which tg, for matched coding along time and space coordinates,
is uniquely related to the direction of signal arrival t,=0,T/Bx.
When other data parameters are present in the received signal s(t; @ ),
the information for each one of them can be also separated in the course
of processing the signal.
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UDC 621.396,96
DOPPLER FILTERING IN SHORT-WAVE DIRECTION FINDING
Moscow RADIOTEKHNIKA I ELEKTRONIKA in Russian No 7 1979 pp l444-1447

[Article by E. L. Afraymovich: '"Doppler Filtering in Short-Wave Direction
Finding")

{Text] A method is <escribed for measuring the arrival angles of a multi-
mode shortwave radio signal by Doppler (frequency) separation of the modes.
The results of experimental testing of the method accomplished by means of
measurement of the arrival angles (in horizontal and vertical planes) on

! sloped distribution paths 3000 and 1200 km in length are given.

Measurement of the arrival angles of a multimode radio signal using classical
radio direction finding equipment (amplitude and phase direction finders)

is characterized by large interference errors and fluctuation of the direc-
tion finder indications (1). The method of time (pulse) separation of

modes used in practice (see, for example, (2)) has, for a wide variety

of reasons, a limited area of application. The problem of separating the
modes of a continuous (narrow-band) radio signal at a fixed operating fre-
‘quency is of considerable interest., One of the possibilities is based on
the difference in the Doppler shift of modes distributed in the ionosphere
on various paths. Experimental studies performed for various paths of the
ionospheric distribution of radio waves has shwon that for a quiescent
ionosphere this difference is located in the range 0.1-1.0 Hz (3;4).

From this it follows that the modes of a signal may be separated accord-

ing to the Doppler frequency shift if the relative instability of the trans-
mitter signal frequency is no less than 10~-8-10~9 (which corresponds to

the current standard for shortwave radiation) and the minimum duration of
existence of the signal is no less than 10 seconds.

The phase direction finding with Doppler filtering method (FPDF) was for-
mulated by the author in 1973 (5). The method was developed in a series
of studies (6-8) and used for experimental research on Doppler and angular
fluctuations with vertical sounding of the F) region of the ionosphere

(8) as well as for measuring the arrival angles of a continuous multimode
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signal in vertical and horizontal planes on paths 3000 and 1200 km in

length (9). 1In 1976 patents were taken out in the USA (4) and the Federal
Republic of Germany in which different variations were proposed for direction
finders with Doppler filtering.

According to (5-8) the algorithm for FPDF in the sinplest case may be des-
cribed as follows:

1. A complex Fourier transform for a complex amplitude R(t) of the field
of a radio wave recorded as the minimum at three points of the Earth's
surface with Descartes coordinates (1,0), ((_),dx) and (O,dy):

T
1
s o) == — | R(tye~ivtdt; o =2nF,
(@)e T oj

where S(J) andcb (W) are the amplitude and phase spectra; F is the Doppler
frequency; i is the time and T is the interval of integration.

I
| | |
! ] | a
! ! |
| ] !
l |
|
i ! 0
|
{ |
M :
10 20 6° 057" ‘06 Fey

Figure 1, Doppler Spectra SZ(F) and Elevation Distributions
P(8) obtained for a Test Signal by the FPDF Method
with Various Integration Times: a--22 sec; S —-41
sec; B ~- 82 sec.
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Figure 2. Patterns of Azimuthal P(¥ ) and Elevation P(0)
Distributions on Paths 3000 km (a) and 1200 km
(5 ) in Length,

2, Calculation of the power spectrum Sz(w) and the spectra of azimuthal
angles 4 (W) and angles of location ICHE

AD (w) dr
tg ¥ (@)= ——-—,
AD(0) dy
A/ B02(0) A (®)
cose(m)=——v——(——+—l—(——.
= dg? dg?

where A¢x and A¢ ., are the difference in phases between the center point
and the peripheral puints.

3. Construction of a weighted distribution of power of the spectral com~
ponents 52 (F) according to the arrival angles P(¥Y) and P(O).

The described procedure represents the simplest version for accomplishing
the method and may be improved, especially by using an excess number (more
than three) of antennas and also by smoothing and averaging operations in
terms of known algorithms and estimates, In this case it is possible to
optimize the characteristics of equivalent Doppler filters (the form of
the frequency characteristics, the level of the side lobes) and the cir-
cuit for producing the weighted distribution P in accordance with the
available means for actual implementation of the radiowave field.

Figure 1 illustrates the effect of increasing the accuracy of determination
of the arrival angles by Doppler distribution of the modes (model calcula-
tions). On the right side of the illustration are the Doppler spectra S
(F) and on the left is the distribution P(9). Given are two stationary
sources of radiation with different amplitudes (4 and 6 of comparative
units) with different Doppler frequency shifts (F = 0,57 Hz and F =

0.6 Hz) and different angular coordinates 10° and 20°, From figure 1 it

202
FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000200040025-8



APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000200040025-8

FOR OFFICIAL USE ONLY

it is apparent that with an increase in tne integration time (T = 22,41,82
sec) interference of components is eliminaied and the accuracy in determina-
tion of @ is increased. Thus, the integration interval T is the most im-
portant parameter for analysis and, in the process of adaptive processing,
it should generally be adjusted for actual field implementationm.

It is natural that only an experiment may give an answer to the question
of the extent to which the described procedure for processing the signal

is adequate for an actual situation on paths of various lengths. In any
case, however, the FPDF has a number of advantages among which the main one
is multichannel narrow-band analysis with an equivalent band of an indivi-
dual Doppler filter of 0.1-0.01 Hz (which is a factor of 3-4 less than the
corresponding parameter for direction finders of the classical type (1,2).
This ensures FPDF of excellent discrimination and increased noise~immunity.

Measurement of on a path 3000 km in length were performed in 1975 for

the continuous signal of a correct-time station RKM (RID) (9). For recep-
tion were used VD type antennas 9.5 m in height placed in a straight line
at an interval of 25 m perpendicular to the direction at the transmitter.
Calibration of the system according to the procedure stated in (7) showed
that the equipment accuracy of determination of Ywas 0.25°, In figure

2a are presented typical dynamic azimuthal spectra P( ) obtained at an
interval of integration T = 40 sec with shift at a time of 5 sec. Figure
2a illustrates the capability of FPDF to separate the components of a multi-
mode signal; to obtain spectra of a similar type (with an angle of resolu-
tion on the order of 1°) using a phased antenna for the array, the latter
should have an aperture of 2000 m.

Measurements of ¥ and 8 on a path 1200 km in length were performed in 1977
for the continuous signal of a PVM station (9). Also used for reception
were VD antennas placed in an azimuthal line with a base of 20 m and an
elevation with bases of 10 m and 40 m, The presence of the two elevation
bases made it possible to rule out multivalence in determining 8 with
retention of sufficient accuracy for the given experiment. In figure 28
an example is given of elevation distribution P(8) obtained with an inte-
gration time of 30 sec with a 5 sec shift. The values of the angles of
location ~730° and ~16° apparently correspond to a one-hop version of
distribution with a reflection from Fy and E regions of the ionosphere
(11). Wwith a continuous signal, obtaining an elevation distribution of
this type requires a phased antenna array with a height of ~v200-300 m.

Fhe first trial implementation of a phase direction finder with Doppler
filtering showed that similar systems may be completely competitive with
large multiantenna systems in doing special research and solving applied
problems, especially under field conditions. For effective use of the
method, modern high-speed-response processors must be included in the
system along with data display devices to make it possible to process the
signal in real time.
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The phase direction finder with Doppler filtering may also be used for
analyzing a modulated signal. In study (13) an analog-digital FPDF is
described which makes it possible to process amplitude~modulated signals
and results are given of measurement of the azimuthal arrival angles of a
multimode signal on a path 2300 km in length.
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UDC 621.396.96:519,246

STATISTICAL CHARACTERISTICS OF ANGULAR COORDINATES OF A RADAR TARGET
CENTER ABOVE THE DIFFUSING REFLECTING SURFACE

Moscow RADIOTEKHNIKA I ELEKTRONIKA in Russian No 6, 1979 signed to press
3 May 78 pp 1094-1102,

[Article by V. B. Razskazovskiy]
[Text] Abstract

A relationship was established between parameters of the distribution
law of the angular coordinates of the instantaneous radar target center
and the statistical characteristics of the object and the route under
conditions of multibeam propagation. Evaluations were obtained of the
mathematical expectancies and the scattering of angular coordinates for
a route geometry for near radar and intensity of diffuse scattering.

The strong dependence of these values was emphasized, characterizing

the systematic and random error in coordinate measurements, on the rela-
tive level of the determined field components in reradiating the target.

Introduction

At present, systems of near radar (SBRL) are widely developed. A far
from exhaustive list of such systems is cited in paper [1] . When such
systems operate near the surface of the interface, errors originate in
measuring the angular coordinates due to the effect of multibeam propaga-
tion, similar in nature to those considered in LZ] . However, the
conclusions of this paper are applicable only to installations using
highly directional antenna systems, while antennas with wide radiation
patterns are characteristic for the SBRL. The latter circumstance, as
will be shown later, leads not only to quantitative, but also to
qualitative differences in results. ,

In analyzing the statistical characteristics of angular coordinates, we
will use the following premises:
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1) the target is represented by a totality of a great number of
reradiators with statistically independent varying signal amplitudes
and phases, and one determined reradiator that has constant nonrandom
scattering characteristics;

2) the interface surface is statistically uneven, flat on the average,
with high irregularties compared to the wavelength, while reradiation
in the entire considered region of angles of slide is fully diffused;

3) the radiation pattern of the goniometric antenna system is wider
than the angular dimensions of the region, which includes the target
and the reradiating zone of the interface surface.

The basis for the assumption of a diffuse nature of reradiation by the
interface surface is the use in the SBRL radio waves of the centimeter
and millimeter ranges because of which.at the angle of slide of several
degrees and more, the mirror reflection from actual dryland and sea
routes is found to be practically fully destroyed.

1. Statistical Description of Angular Coordinates

The assumptions that angular coordinates of the instantaneous radar
target center (MRTs) correspond to the direction of the normal to the
phase front of the field at the reception point are statistically
described in paper E3] . According to the latter, the distribution
laws of the azimuth and elevation coordinates are, in the general case,
the same and are described by expression*

1) W (v) =W, (v) e=Fo/nU+0 X
x{ a+ppL, [52‘-(1—;)] +P.pl,[£2.°-(1_;) 1}

) W)=+,

16 *— 0y
uo e,  (rg—g)
e v I S E

where I, (x), 11 (x) -- are Bessel functions of an imaginary argument.

* Designations of values in (1) were changed compared to those used in

[3].

206
FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000200040025-8



APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000200040025-8

FOR OFFICIAL USE ONLY

Fig, 1

Variable VY is a nondimensional angular coordinate of MRTs in the
corresponding coordinate plane related to the azimuth C? and angle
of place y A (see Fig. 1) by relationships

V'=“?—, V1=—Z‘y
U My
)
’ v.g& V’.H’&,
Heo Hx
where parameters ‘ﬂ‘?zl in their turn are expressed by the distribution

of average flows of power along the arrival angles at the observation
point (or the angular distribution of radio brightness) § ( Cf) xX):
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2 _1'_ %3
@ = j | 0-9)15(0, ) dpa,
4) 0: = ”S (9, 1) dgdy,
1
(5) Q= o ”«pS (9, %)do dy,
6) - #"p’—:.

Similar relationships for angle X are obtained by simple substitution

P=>7% in (3) - (6).

Obviously, parameters ’ A* and /"v,z, have correspondingly,
the meanings of the radio brightness center coordinates and of the
effective angular dimension of the region of radiation coming to the
observation point.

Parameter P_ expresses the ratio at the observation point of the power
flow density which is determined by the field component and the average
of the total density of the random field flow, equal to (4), while angles

Gfo and J, characterize the direction of the arrival of the determined
wave,

We will note that the distribution of average power flows along the
arrival angles are called by some writers, for example, [4] , the
angular density of the energy spectrum or the angular energy spectrum,
because it is related to the Fourier transformation with a field corre-
lation function along the spatial coordinates. 1In what follows, for the
sake of briefness, we will use the latter name (abbreviated -- UES).

As noted in [ 5], dispersion does not exist for distribution laws of
form (1) random values with the exception of case Po » 1, therefore,
as a numerical characteristic of MRTs coordinate scattering with respect
to the average position of <A> or <Cf> , we will use values
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] <lg, i' )-“Q-IJ [Voa— Ve | W (¥51) AV,

F=0—(@d, x=x— 1.

2. Angular Field Energy Spectrum and Distribution Parameters

We will now determine UES taking into account the special features

characteristic of near radar problems. As is well known, the field

above the interface surface within direct sight limits is the sum of

two components. The first component corresponds to the wave propagation
- reradiated by each element of the multiplexity that forms the target

in free space; the second component is formed as a result of their

scattering by the interface surface. Considering the case of a scalar

field, it is possible to represent the latter in the vicinity of the

observation point located at the start of the coordinates (Fig. 1)

in the following form:

the field created directly by the target

(88) UR¢= w i[h’ ( ) ]
I T

the field reradiated by the interface surface

. an("n "c-)U (r,) S +k(r,)—']
(“) UR: —'§ ————"2 Vﬂl‘.

where k(rc g) = -k(rc s/rc,s) -- wave vectors of elementary waves;
Up (rc) -="field 1rradiating the target, containing the random, as well
as the determined components'dy (rs) -- f1e1d created on the interface

surface by the target; ac(?;, X1), a (rs, ’Ccs) -- complex scattering
coefficients of target volume elements and of the target surface depending

upon the directions of radiation and reradiation.
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Integration in the first component is made over the area of the space
containing the reradiating elements of the target amnd in the second

_ component -- over the entire surface of the interface., We will note
that the determined component is contained only in (8a) and it is
equal to

1 - - -
(8‘1) Usx Rn:;y;—r;oU' Rer ("eo) Qeo (Wcua xr)v TF, eT = Tdet

4 >
where Updet (Yo) -- determined component of the field UT(Yh) radiating
- the target. Assuming that adjacent reradiators of the target and the
interface surface are not correlated, i.e.,

e, o (1) Ee, o (r2)>=0 FOr T#n,

we will obtain, averaging over the set of numbers, the following
expression for the correlation function of the field component at the
reception point:

Ul n(P)>=<Usde(p) )+
+<Und/ns G)) Y=U's goU 20

Then changing over to polar coordinates and making the Fourier.trans-
formations, we will determine the energy spectrum:

(9) S(g, 1) =Sc(e, x)+S. (@, 1),
@a)  Sen= co:x [ Jor Guinx

XSe () dr+0a (Fcon #2) 8 () 6 (x—7) ]

B6) S0 =—p IS FFIX

Xetg xV1+tg?x (cos @—sing)?,
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where Go=1/2 acéico -~ effective scattering surface (EPR) of the
determined reradiator; O’ =1/2 <a a.> -- unit volume of the EPR

of the target; P:'(?;) =1/2 < ag ag> & unit coefficient of diffuse
scattering by the interface surface; Sp (r )y =1/2 <y Up 2>, -- average
density of the total flow of radiation to £he target; ET (Teo) e
average density of the random component of target radiation; Sc(rs,rsc) --
average density of the total flow of radiation of the interfaceé surface
from the target.

For the case most frequently encountered in practice of target dimensions
being small compared to the distance to the scattering region of the
surface

- 1 . e o
(io) S: (r‘, rlc)’-!m[! S,(r,)o (ru n,' x“)dv-*-

+8:(Tee) 0y (“:. ;::g). ] .

It may be seen from (9) and (10) that in the general case the angular
energy spectrum at the reception point and, therefore, the parameters
of the angular coordinates distribution law (1) related to it depend
on the spatial structure of the radiating field (function ST(?C), as
well as the averaged indicatrix of the target reradiationm.

We will now evaluate parameters (3) - (7) at situatioms characteristic
for the SBRL. Since the vertical dimension of the target, as a rule,
is considerably smaller than its height above the surface, on the basis
of papers [ 6, 7] , the radiation field of the target at diffuse
scattering on the transmitter-target route may be considered uniform
and it may be assumed that Sy = const. Then parameter Py, which is the
ratio of the determined field component power to the average flow of
the random power component, will be

UR uuﬁn Rer POc
1) Pe= = ,
14+ (1+Pye) (RaxtRat+RaRa)
([ Stonaqay ' (P (RertRerfial
. .
{12)  Pp=—
ja'(ﬂ)dV
Ve
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here

49 e [ gsing) oy

is, according to the terminology of papers [2, 6 ] the diffuse
scattering coefficient, although it is more correct to call it the
energy coefficient of diffuse scattering.

Parameter Ryp, determined as

Rd‘l= ‘-—-‘i?e)—-o ]
Sx(re) —8: (re)

is obviously a similar characteristic for the transmission-target route.

Thus, the value of P, at the reception point differs from the similar
characteristic of the target (12) when there is not interface surface.
In particular, for a characteristic, according to [6] , for a wide
region of angles of slide Ry = Rgp == 0.2, even for a fully determined
reradiation of the target (i.e., P,, = o< ) the value P >~ 2,3,
i.e., the determined component of the power is only slight?y higher
than the random component. For Ryp = o and P ¢ = o, which, in
particular, corresponds to measuring the coor81nates of the radiation
source, we obtain P,=R," and for the previous Ry = 0.2 now P_ = 5,
i,e,, it is more than double the value in the radar case. °

Substituting (9) and (10) into (5), we will determine the elevation
coordinate of the radio brightness center of the reradiating region:

44 g AR taPooRor bty Ra(+Re) (14P0.)

1+ (14Po.) (Rt Rax+Ruller)
JJx8-ut@, 00 dgay
. -]
(14) o= '
fJ Seato.n) doay
2
where j{o -- coordinate of the determined reradiator. In the parti-

- cular case of Poc = 0, the coordinate distribution law (1) is symmetrical

212
FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000200040025-8



APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000200040025-8

FOR OFFICIAL USE ONLY

with respect to % and, therefore, the latter is an average coordinate
of the instantaneous radar center of th

e target, i.e.,, <A =
Its value in free space (i.e., Rd = R4T ~ 0) is equal to

(x) =xc.y

and when an interface surface is present

1
= (3 +Ra).
(15) G 1 +Rd(x iXs”)

Since 7(: is always negative, it follows that the MRTs is shifted
dowvn due to

the effect of the diffuse component of the average coordinate
as compared to the case of free space by value, from (15)

R
(16) Ax=—;+Lm(x;—x:).

For Pye # 0, the value of <A> must be determined by numerical inte-
gration of (1); this case will be analyzed later. Substituting (9)
and (10) into (3) we will obtain, taking into account equality

I a-xs 0.0 dgay= [ 125 0,70 dody—
=) f[ 8o, %) ddy

the following expression for parameter /42
®
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2. )32 2 ocLtdy 2 a2
5 [l‘e: + (") (%) 4Ry, FiatRa(1HPoc) + (") R¢(1+.Do-)] (1'*‘341)_‘
B —(x)? 1+ (1+Poc) (Ret R+ RoRer)

[§ =% S (@, x) dp

(17)  peu=

ﬁ' Se (@, x) dody,

I

For the azimuthal coordinates of the relationship, equivalents (14) - (17)
are obtained by the simple replacement in the latter of variable X by
@ . Differences in results originate when special features of the
angular energy spectrum are taken into account. In particular, for
isotropic roughness in the interface surface, the energy spectrum with a

point target is symmetrical with respect to plane ¥ = x
Because of this {@> = 97* , i.e., no shift occurs of the averaged
coordinate of the MRTs. At Poc = 0, we obtain

i (18) o= (erFhunRe) (1+R0) .

3. Quantitative Evaluation of Values

Thus, the calculation of statistical characteristics of angular coordi-
nates with previous assumptions is reduced to finding parameters

M X P, x* for the target proper and the interface surface.
To establish the basic laws, we will evaluate the relationship between
these parameters and the relationship berween quantitative distribution .
characteristic (1) and the route geometry and the value of R;. In the
calculations, we will assume a point target at height h, the same as
that of the receiver, and lying in the coordinate plane (i.e., q>*= o).
The distribution law for the slopes of the irregularities we equally
probably with maximum values of ‘.. = 0.1, Calculation results of
dependences of parameters Mo My | on the ratio of the
height of the corresponding points to the distance D between them is
shown in Fig. 2a, It may be seen from it that parameter X‘s“ (curve 1)
is always greater than the angle if mirror reflection from the average
plane (broken straight line), which indicates the prevailing role of the
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half of the route nearest to the receiver. Parameter /”sx (curve 2)
remains almost unchanged in a wide range of h/D ratios, near their
asymptotic value of 0.065. Parameter Ms¢ (curve 3) changes almost2
linearly with an increase in h/D from its initial value near 0.81/ .
We will note that for a normal distribution law of irregularity slopegfx
the nature of the parameter changes remains the same as shown in Fig. 2a,
and by selecting the effective value of the slopes properly, it is

‘possible to obtain a good quantitative agreement. The relationship

between A, and h/D makes it possible to make more precise che concept

of "point target." If the following inequality is assumed as a criterion

R < (l‘vu) NER &0,81%.:“,

then we will obtain for the angular size of the target, with an equally
probably distribution cf unit EPR along angle ?

80 =27 311y <2, 8.

For example, for Yopax = 0-1 B, < 0.28 mrad; obviously this
condition is fulfilled Tgr a wide class of targets.

Fig. 2b shows computer results of the values of AX (solid lines) of
shifting in the angle of the place of the averaged pogsition of the MRTs
with respect to the direction to the target and <[X|> , which,

as mentioned before, is a numerical scattering characteristic of the MRTs
coordinates (broken lines). The calculation was made for the radar

case at Po = o (curves 1) and at Pye = (curves 2), as well as for
the case of a radiation source (curves 3) always assuming Ry = Rgp = 0.2.
It may be seen from the figure that errors in measuring coordinates of

an entirely "random target" (i.e., P ¢ = ©) exceed errors occurring in
cases of determined reradiation by the target and the radiation source,
while the shift in the averaged position of the MRTs differs most strongly
(greater than three times), This law is preserved at least for Rg £ 0.5,
i.e., in the entire region of the actually observed values of the diffuse
scattering coefficient. This may be seen in Fig. 3a which shows relation-
ships between AX and <|{> and the value of R, for cases of a fully
random target (solid lines) and a radiation source (groken lines)., Similar
relationships for azimuthal coordinates are shown in Fig. 3b. Curves

in Figs. 3a, b were plotted for h/D = 0.05, wfmax = 0,1.
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Conclusions

Thus, the diffusion component of the field reflected by the interface
surface is the reason not only for the instantaneous random deviations
of the radar center of the "point target," but also for its average
shift, which was not taken into account by the authors of the previous
papers, in particular, of [2] . The value of errors, especially in
the shift in the angular averaged position of the MRTs, changes consider-
ably depending upon the powers of the determined and random components
in the reradiation of the target. This means not only the necessity of
taking into account the indicated target characteristic in calculated
evaluations of errors, but also indicates certain limitations in
experiemental methods of investigations, when the actual target is
replaced by various kinds of imitations, in particular, by active
responders or radiation sources.
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UDC 621.396.965.4
CONSTRUCTION OF AN ELECTRONIC MODEL OF A MICROWAVE AIRCRAFT LANDING SYSTEM

Moscow RADIOTEKHNIKA in Russian No 6, 1979 pp 39-41 manuscript received
28 Oct 77

[Article by A.I. Nikitin]
[Text] Formulation of the Problem

The microwave landing system with beam scanning and time reading (MSP SLOV)
operates in the data transmission channel time sharing (multiplexing) mode.

The following data are transmitted to the aircraft in sequence over time:

a) the position of the heading line and glide path in the direction of approach,
b) the position of the heading line and glide path in a missed approach,

¢) the aircraft's bearing in the area of the airport, d) the position of the
glide path for flattening out in landing and e) service information.

The MSP SLOV format represents a unified plan for space signals, making joint
operation possible for a wide range of ground units and airborne equipment [1].

The transmitted information of the MSP format forms two alternating sequences
which, for the purpose of improving noise rejection (eliminating synchronous
interference), are separated at pseudo-random intervals. Data on each function
of the system mentioned above in a) to e) are subdivided into preliminary (pre-
amble) and main. The preamble contains information for identifying the function
and the deviation scale factor, for selecting the airborne antenna, for tuning
and calibrating the receiver, signs for "more to the left, more to the right"
signals, etc. Preliminary information is coded by means of differential phase
manipulation of a continuous carrier. Information in the main half is included
in the time interval of t, = t(8) between "hack™ and "forth" beam scanning
signals received on board ghe aircraft (fig 1). Local objects (hangars,
garages, aircraft at stations, refuelers, airfield equipment) in the effective
area of a radio beacon cause re-echoed signals. Re-echoes take place also
from the underlying surface.

The multibeam nature of the landing system's (SP's) channel exerts a consider-

able influence on its accuracy, i.e., on its classification category. The
nature of the multibeam situation is determined by a considerable number of
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factors specific to each individual airfield. In the process of designing

new SP's an urgent problem is that of creating simulators of the actual

radio engineering conditions of a landing channel for the purpose of estimating
the degree of accuracy and noise immunity of airborne and ground equipment

[1, 2].
t
Figure 1.
Key:
1. BP [airborne subsystem] 3. "Forth"
2. "Back" 4. Beacon

Method of Modeling

The International Civil Aviation Organization (IKAO), in addition to flight
tests of MSP's, has recommended that studies be conducted on modeling them [1].
A consolidated structural diagram of a modeling complex is shown in fig 2,
where EIP is an electron re-echo simulator and BP MSP is the airborne MSP
subsystem (receiver and automatic pilot). This model combines the merits of
machine and semi-full-scale modeling. Among the merits of machine modeling
can be named the high accuracy of computations and the ability to vary para-
meters of the airfield situation; among the merits of semi-full-scale modeling
is the high speed of response and the ability as the result of this to monitor
the airborne subsystem in real time. This modeling system makes it possible

to realize a dynamic mode for the aircraft's approach for landing, taking into
account the automatic pilot. The parameters of signals from the output of the
electronic model of the MSP channel are determined by the computer on the
basis of information entered into it on airfleld ¢onditions and of signals
arriving on the space~time position of the airtraft. The processing of signals
from the output of the MSP's airborne subsystem and comparison of their para-
meters with the assigned parameters make it possible to judge the influence of
re-echoes in the MSP channel on the accuracy of the system.

) 2 3
oM Jun 1 ﬁﬂi

t 1

- Figure 2.

[Key on following pagel
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Key:
1. Computer 3. BP MSP
2. EIP

Direct modeling of signals at the carrier frequency is not feasible, since
because of the narrowband nature of signals all information is carried to the
BP by means of double heterodyning to an intermediate frequency {PCh) without
distortion. Modeling of only the envelope of the process excludes from con~
sideration a substantial part of the BP--the logarithmic amplifier and detector,
Modeling at the second PCh makes it possible to maintain the completeness of the
investigation of the BP MSP and to preserve all informative traits of re-echoed
and direct signals at its inmput [2, 3]. .
It is possible to improve the effectiveness of SP's by the optimal processing
of re-echoed signals. It is obvious that the main difficulty in implementing
this method of modeling involves constructing an electronic model of an MSP
channel while taking into account the effect of re-echoes.

Electronic Simulator of MSP SLOV Re-Echoes

The direct signal in the input of the airborne receiver is described by the
equation

unp (8) = U (£) cos oyt

)

where U(t) is the signal's envelope and wy = 21rf0 4s the carrier frequency
, (for MSP SLOV, fo = 5 GHz).

In re-echoing from local objects or the underlying surface, the signal undergoes

changes with respect to amplitude (p.) and phase (¢i). In addition, the direct
and re-echoed signals have differentiDoppler increments (w 1. or and w d. otr i)
in frequency and are separated by time interval T, . At Gork in the input of

the airborne.receiver is an additive mixture of difect and reflected signals:

n

ug () = U (£) cos (wy 4 wy ap)t+ ZMU(! — t1) o8 [(w, + o orpt) f + 941
i=1

(2)

As can be concluded from (2), serving as modeling parameters are the reflection
factor, the number of re-echoed signals, the Doppler frequency increments,

the shape of the envelope, sudden changes in phase, ¢, , time shifts, T i

and also the time position of the signal in scanning, included in (2) in
implicit form.

In fig 3 is given a functional diagram of an electronic simulator of MSP
- re-echoes, taking into account the following assumptions and conditions:
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Figure 3.
Key:
1. WMSP format and function 6. Punction generator
generators 7. Channel for forming re-echoed
2. Unit for control and communi- signal
cation with the computer 8. Channel for forming direct signal
3. Doppler frequency and phase 9. Preamble generator
shift synthesizer 10. Output

4. Reference frequency genera-
tor
5. Automatic scanning unit

1. The number of re-echo factors within a beam equals one (which has been
confirmed by the statistical analysis of the airfield situation at a number
of USSR airfields). The number of re-echoes outside a beam can be specified
at random.

2. The parameters of the model's signals reflect in the quantitative and
qualitative respects the real radio engineering conditions of an MSP channel.

3. There is the capability of operating in combination with a computer and
independently. The electronic simulator of MSP SLOV re~echoes represents a
system for functional digital-analog processing of data according to an
assigned algorithm [4, 5].

The sequence for the formation of output signals is determined by the format
generator for the entire system and by function format generators for a specific
kind of modeled signal. Communication between the model and the computer is
accomplished by interrogation from the model, and in response to this from

the computer in sequence through the communications unit codes for the para-
meters of modeled signals arrive and are recorded. Parameter codes can be
assigned manually in the system's independent mode of operation.
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The automatic scanning unit generates commands for triggering function genera-
tors for the envelope of MSP signals in keeping with codes for the angular
position of direct and re-echoed signals. These function generators form an
envelope according to the law employed for approximation of the directivity
diagrams of the antennas of ground radio beacons.

The direct and re-echoed signals are formed in two separate channels. Informa-
tion on the frequency ratios of direct and re-echoed signals with re-echoing
inside the beam is contained in the difference (AF,) of their Doppler components.
The transfer of AF, to the PCh is accomplished w%th intermediate conversion

of the signal to 508 kHz. The value of the PCh is 10 to 25 MHz. The single
sideband filtered by a band filter is modulated by the envelope signal, whereby
the re-~echoed signal is attenuated with an attenuator in keeping with the
reflection factor code. The phase shift is introduced in the Doppler frequency
synthesizer, representing a code-controlled frequency generator.

Conclusions

1. A model has been suggested for an MSP SLOV, according to the algorithm
"Computer - EIP - BP MSP - Computer.”

2. Tt is feasible to model MSP signals at the second PCh of the airborne
receiver.

3. The utilization of this model in the planning stage makes it possible to

select optimal methods of signal processing and to develop specifications for
the MSP format; at the stage of testing and operating an MSP, the results of

the joint operation of airborne equipment and the model in real time make it

possible to evaluate the accuracy and noise immunity of the MSP to the effect
of re-echoes.
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UDC 621.396.967

ESTIMATION OF THE MAXIMUM EFFECTIVE RANGE OF A PULSED RADAR SET UNDER CON-
DITIONS OF RAIN

Moscow RADIOTEKHNIKA in Russian No 6, 1979 pp 31-33 manuscript received
24 Feb 78

[Article by V.N. Vetlinskiy]

[Text] In a number of applications (e.g., motor vehicle RLS's [radar sets])
it is necessary to detect and evaluate the parameters of both moving and
stationary objects [1]. In these cases reflections from rain, which has

a considerable complex dielectric constant, € , unlike snow and dust, which
are characterized by a low value of ¢ , 1limit the maximum effective range
of a radar set.

In the published data [1-3] the reflecting properties of rain and the maximum
effective range of an RLS, D__ , are usually estimated on the basis of a
Rayleigh approximation, whicﬁris valid with an RLS wavelength greater than
the circumference of rain drops, A > 7wD, , where D, is the diameter of a
drop. The reflection properties of a great number of incoherently scattering
elements are characterized by the reflection factor, n , representing the
total effective scattering area (EPR) of a unit volume of space filled with
scattering particles. The magnitude of n 1is determined as follows [2]:

@

7 = gn(c) ads = NM,,
8

where n(g) is the distribution law for the EPR of particles, 0 ; N 1is the
number of particles in a unit volume; and M0 is the mean value (MOZh) of
the EPR of a particle.

In a Rayleigh approximation [2],

For a drop of water,

|2 = 0.9313 .

is close to unity. With t = 10°C and A =10 cm, |k
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The value of
N
z = E:DZ
t=1
is determined for rain from the experimentally gotten relationship =z = 200p1'6
in m%/m3, where p is the intensity of rain in mm/h.

But the Rayleigh approximation is valid only in the range of centimeter or longer
waves, Employing the distribution of sizes of water drops in rain of different
intensity presented in [2]}, we determine the values of the mathematical ex-
pectations, MD ZDKP(Dk) ,» and the root mean square values, /5;_ =
K K

= /E(D - M )2 p(D ) , of the dimensions of drops, where p(D ) is the

dlscrete dis§r1bution of the diameter of drops. Computed values of MD
VDD are given in the table.
K

Table
1
' oo | 025 | 195 | 25 | 125 | o5 50 | 100 | 150
2)rb,__‘ e 1o | o 0,]66' e.2 | 023 o] 0.3 |o.34
2) , .
V Dpmocw | 0,038 | 0,05 | 0,086 | 0,07 | 0,08 | 0.1 0.105 |0.11
Key:
1. mm/h 2. cm

Based on this table, curves have been plotted (fig 1) characterizing the
boundaries of regions of different kinds of reflection as a function of the
- intensity of the rain and the wavelength.

1)
A 2)

1 Pereffined
l- odnacme
i adacms
M~ oracm,
- %

T e . e
T 5) WAL
Onmuvecrafl odaacms

Figure 1.
Key:
- 1. A, cm 4. Optical region
2. Rayleigh region 5. p, mm/h

3. MK region
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In the Mie (resonance) region with 1 < 7D /A < 10 , values of o fluctuate
with respect to the mean value of M_ = (HBZIA)IKIZ , and with an increase
in D /). the intensity of fluctuatidns is reduced. Since the variance in
the d%méﬁéions of drops, characterized by YDp, , in the EHF wave band is
commensurate with the wavelength, then in detetrmining n in the optical and
Mie reglons it is possible to use the average value of

xDi .
My == |KI" 0 My = 2K I

Utilizing expressions for the effective range of a pulsed RLS in free space
and for the effective range of an RLS with a scattering cloud in the remote
area of the antenna, we get the ratio of the signal power in the receiver's
input, reflected from a target with an effective reflecting surface of L
to the power reflected from the rain,

n= Py/Py= 84, /=D"\ ey,

)

where A 1is the size of the antemna's aperture, G s is the mean value of
the target's EPR and T is the length of the RLS's pulse.

Then the maximum range, D r? is determined from (1), with n = no, ensuring
specific probability of dePEiction and false alarm with a specific nature of
fluctuations in the target's EPR, :

2 ./ 2,
Dup="-1" e, "

In motor vehicle, patrol and other radar sets, the permissible antenna aperture,

A , is usually limited. Therefore, it is of interest to determine function
Dpr = £f()) with A = const and with rain of different intensity.

2)

Dy
w060 }"a\zs'.i—" 155 2{%"'
1) \ \ ;

Figure 2.

Key:
1. D, m 3. A, cm
2. oh/h
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In fig 2 is plotted the relationship D__ = f(A) when A = 0.1 m2 , @ =
=5m" , T=0.,1us and n_= 10 . The values gotten for D are vafid
on the condition that the engrgy parameters of the RLS make poggible values of
the detection range exceeding D taking into account attenuation in the
atmosphere and rain. PT

On the basis of the relationships obtained, it is possible to conclude that
there is a value of X = xm at which I)pr is minimal.

With an increase in the intensity of the rain the value of A = Am shifts
into the region of longer wavelengths, which is associated with an increase
in the size of rain drops and a reduction of the region in which the Rayleigh
approximation is valid.
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UDC 621,391
SUPERFAST SPECTRAL CONVERSION BY MEANS OF HAAR FUNCTIONS

Kiev IZVESTIYA VYSSHIKKH UCHEBNYKH ZAVEDENIY: RADIOELEKTRONIKA in
Russian No 7, 79 signed to press 7 Mar 78; after revision, 9 Nov 78 pp 86-89

[Article by G. D. Tolstykh]

[Text] Below are considered algorithms for fast spectral conversion by
means of Haar's functions (BPKh) that eliminate multiplication and
reduce addition and subtraction considerably compared to algorithms of

fast conversion by means of Walsh functions [ BPU ] .

We will define Haar's sign functions on semisection (0, 1) as follows:

Hy(t)=1,

{+1 for te[a-—';;:t!)-‘

1)
) Hat)=11_y for ;¢ a;“+'2lTn)' (

0 at remaining points.

where o is a dual fraction; m is number of orders of o& .

Haar's functions defined in this way are orthogonal, but are not normalized.
We will take normalizing into account in summing spectral coefficients.

A signal may be represented by a spectrum for Hy (t) as follows:

Ut)=bo+ 22" 5t (0), @
a
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where

1
by = S Uty H, (t) dt.
0

Functions Hg (t) may be arranged with respect to O in three ways:
arrange the dual fractions of of in the natural order of increasing;
arrange &, in the order of increasing the inverted code; group oL
in groups with the fumber of orders after the comma 1, 2, 3 etc., while
within the group arrange the fractions in the order of increasing.

Like the arrangement of Walsh functions, we will call the first the
Adamar arrangement, the second -- the dyad and the third -- the classical
arrangement. Haar's functions in the Adamar arrangement are shown in
Fig. la and in the dyad arrangement -- in Fig. 1b.

The Adamar arrangement of Haar's functions leads to the most optimal
BPKh algorithms, but it is inconvenient to use spectra in the Adamar
arrangement because, in such spectra, uniform convergence of partial

- sums is not provided for continuous functions, which are usually considered
as signals,

10 I 10 r=,
Holt) Holt)
HO.M/”} =y Hﬂ,l(”
= Hoooll)  fm Hoo®)
| N—
‘L.l_l Hooonlt) — Honlt)
O | —
Hoor ) Hooorlt)
| T J
. Hyor0:() m Ho 0010
u cJ
— Haoult) e Hooull)
| | J
n Hooru (1) = |Homll)
H Ho (1) Hooooil?)
| SERERERR—— | dJd
s Homorl) A o~
. a u g u
Fig. 1
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As shown in [17], an approximation of continuous signals by partial sums

of the spectrum is provided by the classical arrangement of Haar's functioms.
Since the dyad arrangement differs from the classical one only by the
arrangement of functions within the groups, it also has this property.

The dyad arrangement of Haar's functions provides greater uniformity of
approximation because dropping the members of a series occurs not from

one side, but uniformly in the entire determination region (Fig. 1b).

Whether Haar's functions belong to group (dyad) number m is determined by
the number od digits after the comma in index of , equal to m. Each
Haar's function of dyad m assumes nonzero values in the 31 pare of
semisection (0, 1).

The requirements for fast spectral conversion algorithms consist, first of
all, of the number of operations being minimal, simplicity of each
operation and a minimum required volume of the internal memory.

In [2] BPU and PBKh algorithms were compared with respect to the number
of addition-subtraction operations. While in the BPU algorithms n.2m
addition-subtraction operations are required for spectral processing of the
group of 20 values of the initial signal, in the BPKh algorithms the
required number of operations is reduced to 2(27-1). On this basis, it
is proposed in [2] to use the PBKh algorithm for calculating the
spectrum for Walsh functions with the following change to the spectrum for
- Walsh functions. The total number of operations in this case is found to
be smaller than in the direct use of the BPU algorithm. In this paper, the
BPKh algorithm in classical form was considered.

The Adamar arrangement of Haar's functions makes it possible to design

a BPKh algorithm that does not require transactions at intermediate spectrum
conversions which leads to considerable saving in internal memory. This
algorithm is shown in Fig. 2. Data at each intermediate conversion step

ig taken from each pair of cells and the results are sent to the same pair
of cells. The results of an elementary operation with a pair of values

are their half-sum and half-difference. Summing is designated on the graphs
by a solid line and subtraction by a broken line.

iwae M 1 , Ut
v luwae liwae Muae 2‘, ) b s3ut
U, by by, w 1yt
U Pbyar 2bop oF— 05
2™y

U o 2ban / «

U: b 4bgoon 05

Us 4 o101 4 bpior 0 s

V duoda

U5 Zba‘” 4bm” 9 Illanm'% w0 00048, % (1)

UE=> bbgui—4bosm Ol v

(2 Buwucnenue llepecmanobra (3) 50 05

Fig. 2 Fig. 3 .
1. Step 3. Transposition 1. Dyad 2. Power on
2, Calculation dyads,percent
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The calculation of the half-sum and half-difference does not complicate
the elementary operation because it is reduced to a shift., As a result
of the calculation at each step of half-sums and half-differences, the
spectral coefficients are obtained with normalizing multipliers, as is
required in (2).

After calculating coefficients in Adamar's arrangement, they may be
positioned in a dyad order. As shown in Fig. 2, this requires making a
pair-by-apir transposition of coefficients.

Signal U(t) - sin¥¥ t and its spectrum in Haar's functions in the dyad
arrangement are shown in Fig. 3 as an example of spectral expansion. As
the dyad number increases, i.e., with the decrease in the region of non-
zero values of Haar's functions, spectral coefficients decrease. This
is characteristic for the majority of signals used in practice.

When using spectral representations in approximation problems or in

analyzing the analog-digital structures, it is possible to determine the
root-mean-square error of representing a signal by the limited spectrum

of Haar's functions. For a given determination of Haar's functions,

Parseval's equation can be obtained from (2) by squaring and integrating

over the (0, 1) half-section -

1
2m—1p, )2
S vr(tydt= @ 2,,,_‘,‘)- = Z om-1p2,
0 @ []

The root-mean-square approximation error is

@,
5=1/§U’(t)dt—2k2"‘"ba'
] a=0

It is interesting to note the obvious property of spectral representation
of the Walsh and Haar functions, which once more confirms the close rela-
tionship between these two systems of spectral decomposition., The accuracy
of approximation of 2K by Walsh and Haar functions is the same because

the stepped functions of partial sums obtained in this case coincide.

Frequently for spectral evaluations, it is sufficient to indicate the
accuracy of approximation of 2k by Walsh and Haar functions for values of
k. Then it is possible to calculate the power sums of spectral components
from the dyads of the spectrum without using spectral coefficients. Such
a calculation for the spectrum U(t) = sin 2fTt. is shown in Fig. 3.
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The method considered above of spectral analysis using Haar's functions
can be generalized naturally for a multidimensional case. Actually, a
multidimensional Haar's function is defined as a product of single-

dimensional functions, each of which depends only on its own coordinate

Heyg (8, U) = Hy (1) Hy (U)-

The problem of arranging multidimensional functions in accordance with
dyads is solved exactly in the same way as for the single dimensional
case. Dyad number m contains all the Haar functions that have non-zero
values in the 3! part of the multidimensional region of determination
of Haar's functions, limited by (0.1) half-sections for all coordinates.
True, the problem on the distribution of multidimensional functions
within the dyads remain open. However, this problem will hardly have
great practical importance because, in the multidimensional case, the
number of spectral coefficients increases to the degree of the number of
measurements. Therefore, a direct analysis of multidimensional spectrum
coefficients is hardly worthwhile.

To evaluate spectra in the multidimensional case, it is necessary to
utilize power evaluations over various spectral regions, in particular,
over dyads. Even in the two-dimensional case, when it is still possible
to represent the spectrum in a plane in the form of a matrix, power
evaluation by dyads is much clearer than direct consideration of the
spectrum.

The algorithm for fast spectral conversion for the multidimensional case
may be obtained by successive use of a single dimensional algorithm, the
first time along one coordinate (for example, lines), then the same
algorithm is used for the second coordinate (columns), etc. for all
coordinates [3].

In multidimensional problems advantages show up especially clearly of

the minimal number of BPKh operation compared to all other fast spectral
conversion algorithms, because the mass of input data increases consider-
ably in the other algorithms. This fact prompted the turning of attention
to the Haar functions.

It may be expected that in the very near future, the development of multi-
dimensional spectral analysis will make it possible to solve many problems
related to the analysis of analog-digital devices, facsimile transmission
and holography where ihe very statement of the problem prompts its solution
by multidimensional means, in particular, spectral.
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