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ANTENNAS

- UDC 538.56:519.25

STATISTICAL CHARACTERISTICS OF ADAPTIVE ANTENNA SYSTEMS MAXIMIZING SIGNAL
TO NOISE RATIO

Gor'kiy, IZVESTIYA VYSSHIKH UCHEBNYXH ZAVEDENIY, RADIOFIZIKA in Russian
Vol 23 No 1, 1980 pp 56-60

[Article by I. Ye. Pozumentov, Gor'kiy State University]

[Text] The basic statistical characteristics of adaptive
antenna systems that maximize the signal to noise ratio are
determined: the mean and correlation matrix of the vector
of weight coefficients, powers of interference and of the
useful signal, output signal to noise ratio and spectral
correlation characteristics of a system. The analysis is
Presented in consideration of the finite correlation time
of input Gaussian interference.

1. Adaptive antenna systems are being used more and more widely today in
connection with the problem of extracting a useful signal from a mixture
with noise (intexrference). Systems of this kind are used for the contin-
uous optimization of the radiation pattern by aiming the nulls in the
directions of arrival of interference. The most widely used criteria of .
the functioning of adaptive systems are the minimum mean square error [1]
2nd the maximum output signal to noise ratio [2]. The statistical charac-
teristics of adaptive systems that maximize the signal to noise ratio, used
both in radar [3-5], and for selecting weak acoustical signals [6, 7], are
analyzed in this article. It is important to note that the assumption that
the envelopes of the input interference are not correlated with the vector
of the weight coefficients, was used in the cited works for analyzing the
efficiency of systems. This approximation, as will be shown below, is
valid in the case of 6-correlated input interference. Exact methods of
analysis, used in [8, 9], for finding the statistical characteristics of a
single-channel automatic corrector are not applicable here because of the
high order of the differential stochastic equation system that describes
the behavior of a system. Therefore an approximate method of analysis,
which leads to correct results in the first order of smallness in terms of
the parameter o = rc/r, where To is the correlation time of the interfer-

ence envelopes, and t is the time constant of the filters of the correlation

1
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feedback circuits, is used in this article for determining the statistical
characteristics of an adaptive system. We should like to mention that
some of the statistical characteristics of such systems were determined
differently in the literature {10].

2. A functional diagram of an adaptive antenna system that maximizes the

signal to noise ratio is presented in Figure 1. Here V! = (vl, Vos ey
. vN), where ] is the complex envelope of the noise in the i-th ele-

ment of the array, and the superscript "t" denotes transposition; W is the

vector of the weight coefficients; WtV is the output signal of the adaptive
system. Vector S is the vector of phases of the useful signal, the angle
of incidence of which is assumed to be known:

S == (elﬂ , el A el'n) . 1)

We will assume below that the useful signal is substantially weaker than
the interference and its influence on the vector of the weight coeffi-
cients is negligible. Then the stochastic differential equation that
describes the behavior of W(t) acquires the form

) 1%- W) + (4 1M) W) = 15, )

where I is the unit matrix, M = V*Vt, and the superscript '"*" denotes com-
plex conjugation. The envelope vector V(t) is assumed to be a complex
Gaussian process, which satisfies the equation

4 :
- V() + vV (t) = §(t), (3)

where £(t) is a complex S8-correlated random process with <€> = 0 and
<££:> = D8(tr). Then V(t) is a complex Gaussian process with finite corre-
‘lation time T, = 1/v and correlation matrix <V*Vt> = {1/2v)D. Te determine

_ the mean vector <W(t)> of the weight coefficients we derive from (2} 4nd 3)
- the following equation for the vector of moments <MW>:

L Lo (mwy=avemy cwy + Ly s — Loanwy., 4
dt < E . < L3 .

If we restrict the analysis of the statistical characteristics of a system
to the first order of smallness in terms of the parameter a = TC/T, we may

then use for approximation the assumption that random matrix M(t) and
vector W(t) in equation (4) are uncorrelated, i.e., [11]

CW) = (MyMy = PICWS,

2
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where P = S5p“M> is the summary power of the interference processes
entering the array. For convenience we convert to the Q-matrix notation
. that diagonalizes the covariation matrix of input interference processes

Qt<M>Q = A and find as a result an equation system for determining the
stationary mean vector of the weight coefficients = Qt<W>st:

—>§+1R=TP.

(1+§)R=An+§ TAP —— A+ P, 2

where R = Qt<MW>St, F* = QtS*. Hence it is easy to derive expressions for
- the elements of vector :

(6)
70
- Figure 1. Functional diagram of adaptive antenna
' system that maximizes signal to noise ratio:
1 -- multipliers; 2 -- low-pass filter; 3 -- A
B amplifier-integrator with gain y; 4 -- complex
conjugation unit. Double lines denote vector
connections. .
We can be shown (see also [12-14]) that the conditions under which the
examined approximation are applicable are
a, avP L1, )

. . . o fx .
The difference between (6) and its optimum value w, opt fi/Ai is

extremely small within the frameworks of (7). Consequently we may use, for
the purpose of determining the mean vector of the weight coefficients, the
approximation whereby M(t) and W(t) in original equation (2) are uncorre-
lated, which corresponds to a = 0 or T = 0. However, as will be shown

3
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below, this approximation is completely unacceptable for finding the
covariation matrix of the vector of the weight coefficients.

s . . +
3. From (2) we derive an equation for the correlation matrix <WW >:

(ri +2I) (WW+y = 18% W+ + (W §T—
dt _ - (8)
— MWW — 1 WWM),

We note that (WW+M)* =<MWW+,  (the superscript "+" denotes
Hermitian conjugation).
Writing the equation for <MWW+>, analogous to (4), and using in it the

assumption that M(t) is not correlated with W(t), we find in. Q-matrix
representation a system for determining elements ij of matrix Qt<WW+>StQ:

2Ky =1S19) + 10f — Ty — 197,

(1 +a)?u=MK.,+-—;—Tl;f:w}+ —Q‘iwx,wu‘,——
. . )

{ycr=st] .
0 . _
=5 ThO o o] — o gh i) +

+ Sp(KM> <W>ycr <w+>ytr) 8u] '
where Gij is Kronecker's symbol. Hence we obtain
At 2 p TS I () 1+

T MmOy 2] I+ 100 (1 + TP

I L
2 1+

y

(10

By 7SP (KM (W dyer CWDyer).

From (10) and (6) it is easy to find covariation matrix I of the vectcr of
the weight coefficients:

&1
2 1+

.°l]=

3 TSP (UMY (W dyer (WD), {11)

We note that covariation matrix I is diagonal in Q-matrix representation,
i.e., fluctuations of vector W(t) are completely defined by covariation
matrix <M> of input interference. When yxi >> 1 the imperfection of the

filters of the correlation coupling circuits may be ignored; then we have
from (11)
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L= % TSP (M) AWyeo K<WHYye) [ = 0, (11a)

i.e., in this case the covariation matrix of vector W(t) will also be
diagonal in the original notation. We also note that the fluctuations of
vector W increase as the effective power of interference yki increases.

The requirement that these fluctuations be limited conflicts with the
requirement of the shortest possible tuning time of the system, which is
determined by (5) and is inversely proportional to yxi. Therefore, to

chocse gain v it is necessary to seek a compromise solution that best
satisfies the requirements imposed on a system.

4. Let us determine the transformation characteristics of a system in
terms of noise and useful signal. The steady state output interference

power P, = <|WtVI7->s't is expressed as

Py = SHKW* — —;-<W.*.w*>

and in the examined approximation it acquires the form

- W
. . 2 :
Py =Pnp+oP, ‘ on=-2—l)‘f‘—‘l (>, a2)
I=1

i.e., the increase of the output interference power in comparison with the
. minimum is determined entirely by fluctuations of the vector of the weight
coefficients. '

We derive in like manner the expression for the power of the useful output
system of an adaptive array:

[Bx=in] P;= (l + _;—TP) P.o + °P.nx (T)‘l‘>> 1): (13)

i where Si is the amplitude of the signal in the i-th element of the array;

" o o L :
- Poin= ’2‘ s, PL,= » SS, L/ ; 'if | . Hence we find p, the signal to
= e

f, =1

noise ratio:

[ W]

p
Pvo

P_ P

P )
» Pro P (14)

on

1
I
RN

[l+%1P—° ]+°
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Thus the output signal to noise ratio of the system is determined by the
given amount of suppression of interference P/PVn and by the input signal

to noise ratio Ps in/P of the array, and it depends on fluctuations ¢ of
the vector of the weight coefficients. '
5. In conclusion we will determine the spectral correlation character-

istics of the examined adaptive antenna system. The equation for the
correlation matrix of control voltages acquires the form

(:—+1) Wy Wy = 1S*CW*> — 1 (M Wa We>,
(15)
f‘ =f(t + G)v
= with the initial condition ( We W*;]e-o= { WWH+ )y, Hence, to the accuracy

of terms of the first order of smallness in terms of the parameter «, we
find in matrix notation

] wl=syem[~-0+loi], qe

Z i.e., the band of the power spectrum of fluctuations W(t) gets wider as the -
power of interference yli increases. Thus, the power of the interference

and useful output system [see (12), (13)] increases as a result of para-
sitic modulation by fluctuations of the vector of the weight coefficients.
The bandwidths of the power spectra of the output signal and interference
increase, i.e., they become faster.
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UDC 621.396.67
ACOUSTIC-OPTICAL PROCESSING OF SPACE-TIME SIGNALS IN THE FRESNEL ZONE

Klev IZVESTIYA VUZov: RADIOELEKTRONIKA in Russian No 2, 1980 pp 25-30
manuscript received 24 Jan 79, after revision 2 Jul 79

[Article by N. A. Potapov]

[Text] There is presently considerable interest in application of
optical methods to processing space-time signals of antenna arrays.
This interest stems from a number of properties that optical and elec-
tronic systems have in common [Ref. 1-4]. 1In Ref. 1-3, an examination
was made of optical processing of signals in the far wave zone of linear
antenna arrays (LAR) when the wave fronts of the received signals are

- planar. However, the methods described in Ref. 1-3 cannot be directly

A used for processing signals with spherical wave fronts. To realize
signal processing in the Fresnel zone we need a processing system that
"focuses" the LAR on different ranges, 1. e. a system that is muiti-
channel not only with respect to direction, but also with respect to
range [Ref. 5]. 1In this connection it is of interest to synthesize
optical systems that realize processing of signals with spherical wave
fronts, and to analyze their characteristics.

Let us consider the case of active location of a small-sized ('point’')
cerget situated in the Fresnel zone of the LAR at point C with coordinates
{9,R) that are to be measured (Fig. 1). An N-element .(N=2m+1) equidis-
tant LAR is oriented along axis Oy, with center at the
¥ ¢ coordinate origin O. The aperture of the LAR L = 2md,
where d is the distance between its adjacent elements.
To simplify the computations, just as in Ref. 1, 2, we
will consider the LAR to consist of weakly directional
0 W elements, 1. e. we will assume that the radiation pattern
of an individual element of the LAR changes but little
Fig. 1 within the limits of the angles that are of interest.
In studying the probing signal from point O, in the ab-
sence of signal distortions during reflection and propagation, the
signal received by the k-th element of the LAR can be represented as in
Ref. 5:

8
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5 ()= Re (Ut — % + whd — i) expljn, ¢ —+ pbd— VBB + fogh, (1)

where

p=sin8lk, v=cos*®/2Rc, t=2R/c, 2

¢g is the unknown initial phase, ¢ 1s the speed of light, U(t) is the
complex envelope of the signal.

In the case of a "narrow-band" signal where the signal correlation time
is much greater than the maxirum value of the difference of signal propa-
zation times to different elements of the LAR, the complex signal en-
velcpe (2) can be considered identical in all reception elements [Ref. 5]
and the signal from the k-th element can be written as

0 () == Re (Ut — ) exp Lot + Fon -7 (90— 04T}, )
where

¢h==0%(udk-—-vd%k§ ) ‘ ()

is the difference in phases of the signals of the k-th and 0-th elements
of the LAR. ' ’

A diagram of an acoustic-optical processor for LAR signals is shown in
Fig. 2. Spatial-multichannel light modulator 1 is located in the focal
plane of spherical lens 2 with focal length £.
2. | The output plane 3 of the acoustic-optical pro-
/ cessor is located in the rear focal plane of the
lens. The light modulator is made in the form of
a system of N identical ultrasonic light modulators
(ULM) that operate in the Bragg diffraction mode
Fig. 2 and are located on a parabola in rectangular aper-
tures in an optically opaque transparency. The
k~th ULM has dimensions D along the Ox axis, W along the Oy axis, H along
the Oz axis, and is removed from the central ULM (k=0) by a distance
Zxk2 along the Ox axis, and Zyk along the Oy axis.

The signal from the k-th element of the LAR goes to the k-th ULM, excit-
ing ultrasonic vibrations with wavelength A =21V/wy, where V is the speed
of ultrasound propagating along the Ox axis. The multichannel ULM is
exposed to a collimated beam of coherent light with wavelength )¢, the
angle of incidence of the ULM being equal to the Bragg angle Ao/2A.

Let us first comsider diffraction of the light only by the "zero" ULM in
the case where its center is located on the optical axis of the lems.
The distribution of the light field in the rear focal plane of a spheri-
cal lens in the diffraction spectrum of first order is defined by the
expression [Ref. 3]

9
FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000200090013-6



APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000200090013-6

FOR OFFICIAL USE ONLY

Eo(,0,0) = Ey sin (8/2) M (4, v,8) F (1, 1), (5)
where Ep 1s the intensity of the incident light beam, is the modulation
index

2
M (u, v, 1) == sinc [(AH/2n,) (u»~1/4A%)] slnc W/ e gle—am  (6)
where ny 1s the index of refraction of the sound-conducting medium, wey
is the frequency of light vibrationms,
sinc x = sin e /aux;
uxsfhof, vipfrof are spatial frequencies, i. e. the normalized coordi-
nates (x,,y,) in the output plane of the acoustic-optical processor.
For a harmonic signal the function F(u,t) is described by the formula
[Ref. 3] i
Flu, = Fy(w) =™ sinc[( — 1/24) D).
It can be shown that in the case of a radio pulse of duration Ty the
function F(u,t) takes the form
1 d
Fu)=2\ U@—v—x/p)eprt-immsy, %)
a(n)
where the limits a(t) and b(t) of integral (7) define the region occupied
by the signal of the ULM at time t
ay=max{V({¢—1—1),0}, b{)=min{V(—n),D},
0I<a@)<b(<D.
N For a simple pulse signal with square envelope of duration T, =D/V, cal-
) culations by formula (7) give :
B , b)) —a(l) —mu— .
Fu )= _.(_Q_I_J_Q e—Imu—1/2A) [b(n-+o(h] smc{(u — 1/2A) [b »— a(t)]} (8)
The function |F(u,t)| reaches a maximum at time
tm=T+Tlh 9
1. e. when the ULM is completely filled with the signal.
Let us now find the distribution of the light field Fy(u,v,t) that is dif-
fracted by the k~th ULM. According to transport theory [Ref. 4] the dis-
placement of the k-th ULM relative to the O-th by distances -Iyk? along.
B the Ox axis, and Zyk along the Oy axis in the input plane causes an ad-
ditional factor exp{jZn(Zxkzu-Zykv)} to show up in the expression for
- the diffraction spectrum in the output plane. Therefore
Ey (2, v, #) = Eq (4, v, £) exp (j25 (L} — ko) + by}, (10)
|
10
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where the phase difference ¢y is defined by formula (4).

By using the principle of superposition, we get the following distribu-
tion of light intensity diffracted by all N ULM's

1, 0,)=C|M(u, v, | F s, ) O (4, v), (11)

where s

O, 0=y gexp (20 (1 — ) 88 — (o — fopd) A1)

(12)
C=N'Eisin*(§/2), fo=a,/2n.

Let us note that in the case where the center of the "zero" ULM is re-
moved from the axis of the lens by a distance xg along the Ox axis, and
yo along the Oy axis, the right member of formula (10) must (in accord
with the transport theorem of Ref. 4) be multiplied by the expression
exp{j2n(xgu+ygv)}. Nonetheless, the distribution of light intensity

as before will be described by formula (11), since |exp{j2m(xgutygv)}|2=1.

As implied by formulas (6) and (8), if 1,2>D, Zy>w and H<ngAD/)j, the
product of functions |M(u,v,t)| and |F(u,t)| at” fixed time t<t<1+21,
reaches the maximum value at the point of the output plane with coordi-
nates (u=1/2A, v=0) and changes smoothly in the region of values (u,v)

V2A— V2L, <u<URA+ l/2l=} (13)

— 2L, <o 121,

acting as a slowly changing '"constant." Consequently, all information
on the angular position and range of a target as coded in parameters

p and v of the received signal, is contained in the last cofactor of

- expression (11).

Function (12) is periodic with respect to axes Ou and Ov with periods
bu=1/l, and Av =1/l respectively, and reaches maximum values at points
with coordinates

u, = fovd¥l, + s, }
oy = foud/l; + ki, '

where s, k=0, *1, *2,...

Conditions (13) will be satisfied by a point with coordinates (uji, vg),
where

128 — V2l < uy < 1/2A 4 1721, (14)

. and i takes on one of the values i=1, 2, 3... At this point function
(11) will reach its maximum value. The selection of a point with co-
ordinates (uj, vg) is illustrated.in Fig. 3, where curve 1 is a graph of

11
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the function [M(u, Uo, tmj| |F'(u, t;,.)[, curve 2 is a
graph of the function (x4, v,), and t:_==l/2A-—14/2l,.

o=1/2A, uy=1/2A+1/21, If the target is in the
far zone of the LAR, then v=0, and inequality
Flg. 3 (14) becomes

/28 — V21 <ill, < V2A -+ 1/21,. (15)

Taking the equal sign in the left member of (15), we get Iy, = (21 +1)A.
Thus in order for the maximum of function (12) to be located at a point
with coordinates (1/2A-1/2l,, v;) when the target is located in the far
zone of the LAR, the parameter lx must be equal to an odd number of wave-
lengths or the ultrasonic vibrations. With such a choice of the param-
eter Iy, the maximum of the distribution of light intensity (11) in the
region of values (u,v) as described by formulas (13) will be observed at
- time tp=1+71, at a point of the output plane with coordinates

uy = fve?ll, + 1/2A — 1721, (16)
Vo= foud/l,

Substituting expressions (2) in (9) and (16), we fiud the polar coordi-
nates of the target expressed in terms of the coordinates of the maximum
of light intensity in plane uOv and the time when the light intensity
reaches the maximum .

R=c(tn—r1)/2 an
8 = arcsin (I,Avy/d) (18)

=AM (@ — 124 F 1790

In the case where echo signals are arriving at the antenna aperture from
several targets located at different angles and ranges of the zone of

- coverage, each of them has a corresponding 1light spot in the output plane

i of the acoustic-optical processor with time of appearance proportional
to the distance to the target [Ref. 1, 2]. To determine the resolution

- of the acoustic-optical processor with respect to angle and range, we
will use the same approach as in Ref. 1, 2. As a measure of the reso-
lution of the acoustic~optical processor with respect to angle and range
as measured from the phase front of the signal (by formulas (18) and
(19)) we will take the distances with respect to angle 60 and range 6R in
the Fresnel zone for which the maxima of the light spots in the output
plane of the acoustic-optical processor are removed by amounts év and Su
equal to the width of the principal maximum of the light spot with re-
spect to some fixed level in the direction of axes Ov and Ou respectively.

12
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Resolution 8R; with respect to the range measured from signal delay tiue
(by formula (17)) we will determine on the 0.5 level of function lF(u,t)l. -
As implied by expressions (8) and (17), in the case of a gimple pulse
signal of duration 1, =D/V )
8R =ct /2.

The resolution of the acoustic-optical processor with respect to angle
and range as measured from the phase front of the signal is determined
by the properties of function (12) that describes the image of a point
target formed in the output plane of the acoustic-optical processor.
Substituting expressions (2) in formula (12) and introducing the norma-
lized variables £= qu, n=Zyv, we get .

Sz 2

To elucidate the lobe structure o' formula (20), let us consider its )
behavior at a fixed value of one cf the arguments. Setting £=§£4= qui,
we get )

OE =gy

- sin'nN'(q‘--dsinQIA)
OC " =it (= dsm o) (21

Thus along an axis parallel to On and passing through point (£4,0) the
side lobes are determined by a function that describes the square of the
radiation pattern of the LAR. As implied by expression (21), the width
of the main lobe on level [Nsin (n/2N]"224/712%0.405 is equal to

8n = Zyéy =1/N. Since

. . d
1= 1y — 1y = - (5in ©, —sin €) = = cos 668,
where 80 =0,—6,4 1, 6=0, 4 60/2-8,, an element of resolution with
respect to angle is

o ’ 30 = A/Nd cos ©. : (22)

vIn virtue of the periodicity of formula (21), unambiguous measurement
of the angle is possible only in the range of .angles

10| < arcsin (A/24).
The number of elements of resolution with respect to angle within the -
limits of this interval is -

Along the axis parallel to axis 0 and passing through the point (0,
ng = Zyvo), the lobe nature of function (20) is determ_ined by the

expression m .
2
2 {54
] '

13
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Iwhm%) _ Shown in Fig. 4 is a graph of the function
08 m 2
: i
a4~\ - Ol )=y E exp {j2nak?}| , (24)
kwm—m
07 4 6al? yhere amE- €1 1s the difference between coordinate £
Fig. 4 and the value of £ at which function (23) reaches a

maximum for the case when m=6.

Computer calculations by formula (24) for different values of m have
shown that when m25, the width of the main lobe of function (23) at the
0.25 level is equal to §£=1,6u=1/m2, Since
dPcost® (1 ] d*cos*® 8
6§=§,_§1=_—_( >= R

Iy R, R 2 Ry
where R?=RiR,, SR=R; ~Ry, an element of resolution with respect to range
is equal to
2AR? 8AR?
R = —
R mid?cost® ~ [Zcosi@ (25)

Formulas (22) and (25) imply that the resolution of an acoustic-optical
processor with respect to range and angle as measured from the phase
front of the signal is independent of the parameters of the processor,
and coincides with the resolution of the LAR.

In virtue of the periodicity of function (23), unambiguous measurement of
range from the curvature of the wave front of a signal is possible only
at ranges of :

R > d?cos? /22,
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UDC 621.396.677.8.001.5

INFLUENCE THAT A COHERENT-OPTICS PROCESSOR HAS ON THE DIAGRAM FORMING
PROPERTIES OF RADIO-OPTICAL ANTENNA ARRAYS

Kiev IZVESTIYA VUZov: RADIOELEKTRONIKA in Russian No 2, 1980 pp 16-24
manuscript received 6 Jul 79

[Article by A. Yu. Grinev and Ye. N. Voronin]

[Text] Aradio~optical antenna array [ROAR] consists of an active recep-
tion antenna array (radiators and reception modules), input devices in

- the form of a multichannel space-time light modulator controlled by the
signals of the antenna array, a coherent-optics processor that reproduces
the space-time spectrum of the received radio emission, and an extraction
system (photorecorder, interface, computer) [Ref. 1].

A number of papers have examined both planar [Ref. 2, 3] and non-planar
[ref. 4, 5] ROAR's. 1In these works, the coherent-optics processors (con-
sisting of a laser, collimator, lens system, transparencies and so on)
were taken as ideal: nondistorting and non-noisy.

However, as a precision computing device of analog type, the coherent-
optics processor is quite critical to all kinds of deviations from
ideality (wavelength of light of the order of 0.633 um or even shorter)
[Ref. 6].

This paper evaluates appreciable factors of nonideality of coherent-
optics processors that are detrimental to the diagram forming properties
of ROAR's, and that determine their competitiveness as compared for
example with phased antenna arrays, multibeam antenna arrays and other
systems.

The paper systematizes both known results (found without reference to
the problem under consideration), and presents a number of new results

that are necessary for the most complete consideration of the studied
effects. '
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Gain of the ROAR, dynamic range and defocvsing of the coherent-optics
processor. We define the reception gain of the ROAR as the ratio of its’
responses to a plane wave Iq and the isotropic emission Iy, energetically
equivalent to this wave with mnsideration of defocusing A% of the direc-
tional diagram (radiation pattern) of the coherent-optics processor-

(O¢ €1 characterizes a reduction in the maximum of the directional dia-
gram) and parasitic background illumination I, which are caused by the
nonideality of the coherent-optics processor

KYpoar = ot = IO (KYR + I, W

where KY,p = Iq/ I, is the gain of an antenna array with an ideal coherent-
optics processor, J=1./I, is the dynamic range of the coherent-optics
processor [Ref. 7, p 119].

Let us note that the given definition of reception gain of the ROAR stems
from the definition of the transmission gain of the antenna.

Relation (1) implies that KYpoar * Ml as KYpp +», and therefore the dy-
namic range of an optical processor in essence determines the limiting
gain of the ROAR (ROAR's with gain of the antenna array proper exceeding -
the dynamic range of the coherent-optics processor are energetically
unfeasible).

Distortions of the directional diagram (defocusing - [¢) and parasitic
background illumination at the output.may be caused by the following set
of statistically independent factors:

1) pupil effects and mutual interference of the channels of the space-
time light modulator [Ref. 8, 9];

2) aberrations of the optical system of the coherent-optics processor;
3) misalignment of the optical system;

4) spatial incoherence of the readout light;

5) time incoherence of the laser;

6) Fresnel re-reflections in the optical system;

7) 1light scattering on inhomogeneities;

8) the presence of a conjugate image with two-band input [Ref. 2, 3, 8, 9];
9) nonlinearity of the space-time light modulator;

10) zero order of diffraction.*

The statistically independent factors make the following contribution to
the resultant defocusing of the coherent-optics processor:

a0 = h I, (2a)

=]

*Distorting factors that arise on the level of the antemna array and
reception modules (errors c¢f element excitation, non-identity of channels
and so on) are not explicitly enumerated since they are unavoidable in
other systems as well .(phased‘ antenna arrays, multibeam antenna arrays)
and can be accounted for by other methods [Ref. 10].
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(¢, 1s defocusing of the directional diagram by the n-th distorting
factor), and the resultant dynamic range of the coherent-optics processor
is

10 10 -1
= I/l 1o/ Iy [ zzm:‘] -

Aea} R

(ﬂﬂn”lq/ln ig the dynamic range of the coherent-optics processor in the
presence of the n-th factor alone).

The enumerated factors are different in nature, and may lead to defocus-
’ ing (o<1, My ==), to background illumination (4¢,=1, AL, <=) and to
mixed effects (Jo,<1, Ad,<=). Let us take these up in detail.
Pupil effects and interference of channels of the space-time light modu-
lator. 1In Ref. 3, 5, 8, 9 it is shown that the given effect leads only
to distortion of the directional diagram; these papers also give an esti-
mate of defocusing and point out ways to compensate for it (we will
agsume hereafter that such compensation has been carried out). However,
multichannel space-time light modulators have a discrete structure that
reduces the diffraction efficiency of the coherent~optics processor A9
[Ref. 3, 8] (the ratio of the useful energy of the luminous flux that
falls in the reglon of radio visibility to the total energy in the region
of optical visibility is 03<0.5) as compared with the coherent-optics
processor that has a continuous-wave space-time light modulator. As a
result, the response of the system to a planar wave 1s reduced by a
factor of [3, and the background illumination due to the finite dymamic
range of the coherent-optics processor remains practically unchanged;
therefore we have the estimate

I e 13- 11, (3)

where ﬂh is the dynamic range of a coherent-optics processor with a cw
space~time light modulator.

Expression (3) cnables us to use the more convenient model of a cw space-
time light modulator hereafter in evaluating the other factors.

Aberrations of the optical system of the coherent-optics processor. To
evaluate defocusing of the directional diagram due to aberrations of the

optical system, we use the expression [Ref. 11 p 502] that applies to
small aberrations of arbitrary form: -

IO, 1 —a, (4)

- where /o/k is the mean square aberration of the wave front at the input
to the coherent-optics processor, k=2n/) is the wave number.

18
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Aberrational optimization of objectivé lenses for Fourier proceésors has
shown [Ref. 6, p 70] that for dimensions of the space-time light modu-
lator aperture Ax xAy<40 x40 mm (f-=1 mm), the mean square aberration

is determined only by the spatial bandwidth UM of transmission of the
optical system, :

| 1 AX 1 X
ﬂmnmjﬁ]Am,Axﬂ—ﬁm,An:ESWMAx 0.—5x‘n
where Auwy, AQg <2K are the bands of spatial frequencies of the optical
wave and the radio wave (K=2w/A is the wave number of the radio wave);
my = AX/Ax is the scale of modeling [Ref. 2]; Ax, AX are the respective

sizes of the space-time light modulator and the antenna array. Con-
sidering that KYap = 2nAXAY/A% - (MuM) 2 < AA( < 108, [Ref. 6]), we have

nun<1o°.
Fig. 1 shows a curve for the maximum attainable
V&/2% mean square aberration as a functior. of Milif,
04 14 ‘plotted from data of Ref. 6, p'70. As we can see,
8%:8y<[b0-40mm* values of Ya/k<0.01 correspond to values of
02 ~-—g——- / mn<103. The only lenses that have character-
‘:::_-_4;-// ) istics 1like this are long-focus (f—1 m) astronomi-
cal objectives with eliminated aberrations at an

e
07507 10wt iun infinitely remote point on the optical axis. Ac-
- Fig. 1 cording to (4), defocusing [9,20.996 corresponds
to aberrations of such a magnitude. As a rule,
the actual coherent-optics processor in the ROAR contains two or three
sequential Fourier processors [Ref. 8, 9]. Since small aberrations of
such processors are practically uncorrelated, and the initial MM~
parameter in this case does not change (just as there is no change in
the analogous parameter of a time signal with linear transformations),
in this case the resultant defocusing of the directional diagram of the
ROAR will be - '

O®, = (1 — )" > (0,996)* < 0,99. (5)

In essence the resultant estimate characterizes the potential precision
(~1%) of reproduction of the directional diagram of the ROAR, and will
subsequently be useful as a rough criterion of the perfection of a
coherent-optics processor. ‘

Misalignment of the elements of the coherent-optics processor. Longi-
tudinal and transverse (relative to the axis of the coherent-optics
processor) displacements of the elements (lenses, transparencies and
so forth) defocus the directional diagram of the ROAR.

To evaluate the influence of longitudinal displacements, we use the known

relation for the distribution of light intensity in the focal spot along
the axis of the processor [Ref. 11, p 477]
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Ax?§
ﬂ‘pa = sinc’( 2§-f: ) R (6)

where f is the focal length of the lens (-1 m), 6z 1s longitudinal dis-
placement out of the focal plane, Ax/f=4:10"2 m.

Let us estimate the influence of transverse displacements of elements of
the optical system. Obviously such displacements in a Fourier processor
do not lead to distortions, but merely cause corresponding displacements
of the output diffraction pattern, or weighting by a linear phase multi-
plier. Transverse displacements lead to distortions in more complex
processors that produce convolution transformation [Ref. 4, 5, 9]. For
example, assume that the transparency T in Fig. 4 of Ref. 4 is displaced
along axis wy by Suw =my69¢. Then instead of the necessary transformation
L of (16) in Ref. 4, the coherent-optics processor will perform a trans-
formation of the form

RFT (FC . 1D T Qo+ 820, Q)) =L{. .. exp(— i8R}

The phase multiplier exp(—ibf¢p)=exp(—ibw,y) is a variety of transverse
Seidel aberration [Ref. 11], and therefore the defocusing effect of

- transverse displacements of elements of the optical system can be esti-
mated by formula (4), the quantity o appearing in this formula being

equal to
0,64y k 6yAy :
' _ (80, 4y)? (f . )
g | ewldy =" =" )
0,54y

a =

Spatial incoherence of light., It is convenient to evaluate the space-
time coherence of light by a normalized function of mutual coherence
reduced to the coordinate system of the antenmna array

v (7?1. 7'\’,'. Lty = (7?1- Ry) yu (fa — 0%, (8)

where R is a surface point of the antenna array, ?,,(131, J-Q")—

1,(R,)L«j(R,)/]E R,)E(Rl)l is the degree of space coherence; yu(t,-—tl)==
}(R;,h)E(nyO/lE(Rﬂlz is the degree of time coherence of the light

E(R z)—-E(R)expz[2nvt+ @()] at the collimator output (v is the frequency
of the light).

The reduction in directiomality of the ROAR with processing algorithm L
[Ref. 9] due to partial coherence of the collimated beam in the general
case can be estimated by an expression in which the numerator is repre-
sented by analogy with Ref. 13, p 267

*Light at the output of the laser-collimator system as a rule is
"spectrally pure" [Ref. 12 (p 383), 13], and therefore it permits fac-
torization of the function of mutual coherence (8).
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no,= BEERLEK R v ooy |
| 1L (& k., R Rk, @

wheére il‘ ;2 gre the processing algorithms L on sets il and ﬁz respec-
tively, E(Kq,R) is the+ape;ture response of the antenna array to a plane
wave with wave vector Kq; K' is the direction of the maximum of the
antenna array.

In‘the general case, calculation of (9) is difficult (the corresponding
result will be given below only for a planar ROAR). We will get around
this difficulty by using an estimate found in Ref. 10, )

19, > exp (— @), (10)

where a is the dispersion of the amplitude-phase distribution, valid for
errors with correlation coefficient RgZA (in the given case this con-
dition is patently guaranteed by the smooth nature of the function v;,).
Let us find the correspondence between the dispersion o and the degree
of spatial coherence (8) by using ‘the known model of partly coherent
light in the form of a superposition of a coherent wave and weakly cor-
related spatial noise

Vaa Ry, R) = expi [® (R) — O (R)] = 1 4+ 1[0 (R)—  (Ry] -

whence :
a<2— 2., ' (11b)

where y)smy 1s the minimum value of the degree of spatial coherence
within the limits of the space-time light modulator, ¢ =arg[E(R)].

Thus
L0, eXp (2¥1ayn — 2= itre — - 12)

It is useful to compare the resultant large estimate with the value of

O, (9) calculated for a specific ROAR (for example a planar one).

Setting specific values for the quantities in (9) and cgnsidering the
steady-state nature of the degree of time coherence \’n(%v k|)=?n(k.l.."'kl.).
we get

o PR} @ 8 F(KL— K.
ek = e = Vg,
PV (K)) Ki=Ky,

where F(...) 1s the operator of Fourier transformation, (the processing

- algorithm of the aperture response of a planar ROAR), R, is the radius
vector in the plane of the antenna array, K, is the prejection of the
vector K on the plane of the array, F(Kl)____?-l{l (Ru)} is the_d:ltectional -

(13)
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AL
2

Yisep =

_ diagram of the antenna array, J(ﬁl) is the amplitude-phase distributibn,

is the mean value of the degree of spatial coherence

within the limits of the space-time light modulator, I is the area of the

antenna array.

As we can see, the specific estimate (13) does not contradict (12):
Yi2gp” 2Y12mms ~ 1 (since YIZMHH<Y120p<1)’ and is less severe.

Time incoherence of the collimator beam. The weak time coherence of the
readout light E(R,t) at the output of the collimator distorts the direc~-
tional diagram of the ROAR for two reasons: in the first place due to

the dispersion of spatial frequencies of the optical signal, and in the
second place due to chromatic aberration of the optical system.

former effect can be evaluated in the general case by reducing it to

the preceding effect (spatial incoherence). Actually, the coherent-
optics processor compensates phase delays of the radio wave in the
aperture of the antenna array by corresponding delays of the light wave

E{R,t): . e . .
- K (Ry—R)=02nv+ Q) (, —t) =0l —1),

where Q 1s the circular frequency of the radio wave. Considering this,
as well as the quasi-monochromatic nature of the light wave, we represent

the time coherence y;; as [Ref. 12]

11 (e — 10 = Yol — ) exp [i2 (fy— )] = v, iK' (Ry — Ry)lw] X
Xexp[i2av (fy—1)], where vo({ty— 1) = expi[o (f) — o)

(the line above indicates averaging).

The resultant representation coincides in form with the funcrion of
mutual coherence (8). The first cofactor (yg[...]) plays the role of
the degree of spatial coherence Yjp, and the second (exp[...]) plays the
role of time coherence Yj; of an ideally monochormatic wave [Ref. 12].
Thus defocusing of the directional diagram due to time incoherence can
be estimated from formula (9) with the substitution of vyy(...) for
vi15(...). However, in virtue of the circumstances previously pointed
out, an estimate of type (12) should be used instead of (9), with the

corresponding substitution

IOy 29,0, — 1,

where YOMHH=min{Y0[ﬁ'(§2-§1)/m]} =v9(KAD/w) (AD is the diameter of the

antenna array).

Since for practical purposes [Ref. 7] 'Yo(t:“‘t1)=I‘Yn(f.—';tx)lﬁ‘exp_—[(i.——
—4)/wl® (% 1s coherence time), we have Youw == €Xp—[KAD/on P> 1 —

7% AD\?
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we get v h

A AD\2
ald (T T) ' (15)
Defocusing (15) depends on the parameters of both the coherent-optics
processor and the antenna array. If we assume that partial time co-
herence does not distort the directional diagram, but causes parasitic
background illumination, then instead of (15), in accordance with (1)
and (2a), (2b), we get

_ I, -KYap _ 4n(AD/A)
IUI:—- l"_lld;‘up—(i w)z_%(lhﬂ)’v

Ik A

(16)

which is independent of the parameters of the antenna array, and conse-
quently more objectively characterizes the contribution of the given
factor to the general nonideality of the coherent-optics processor.

To.evaluate chromatic aberration, we use formula (4), which is valid for
small aberrations of arbitrary form. -

The relative error of the focal length Af/f as a consequence of change
ir wavelength A) [m] is :

A
Afff e ———— A,
f/f 02.10°

wheie A is the relative dispersion of the lens (<1/30).

Thus for one lens of a coherent-optics processor the dispersion of the
phase error o« is

oo ] <20, .

where Ij<%, d,, is the diameter of the lens.

On the average, there are 3-5 lenses in a coherent-optics processor, and
therefore in accordance with (4) we have .

e o A Co7
mszu-—a)’*‘%—',g . an

L3

where I is the coherence length [m].

Re-reflection in the optical system of the coherent-optics processor. A
reduction in the JJ] of the coherent-optics processor as a result of re-
reflections of light in the optical system (Afdg<«, Qb =1) takes place
for two reasons: 1in virtue of attenuation of the physical luminosity of
the coherent-optics processor, and manifestation of a background of false

2
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images ("ghosts"). The first factor can be accounted for by a coeffi-
cient of light transmission [Ref. 11] tOC==(1__rnyNVT.(l__ran"41__

—_— rT)ZNr ~ 0,15+ 0,80, where Nyr=21-~2, Ny=3 +5, Nyr==1 is the number of
controllable transparencies (of the space-time light modulator), the
number of lenses and the number of uncontrolled transparencies with coef-
ficlents of reflection ryr=a0,0340,185; r,==0,03+0,08; ry =004, regpec-
tively.

"Ghosts'" arise due to multiple re-reflections inside and between ele-
ments, the major part being played by double re~reflections since single,
triple and quintuple re-reflections go to the input of the optical sys-
tem, while quadruple and sextuple re-reflections are two or three orders
of magnitude weaker than double re-reflections., Actually, the relative
level of the latter is rfarg®+ ry-ry,=0,00688=-0,015. wWith double re-

transformation of the light inside a lens, its focal length becomes equal
g Ma—1 . .
to [Ref. 6] f==f§51—~7- (na<<1,8 is the index of refraction of the glass
N .
of the lens). The relative intensity of a "ghost" in this case can be
estimated as the square of the normed integral of the phase error over a

Gauss comparison sphere [Ref. 11]

W a1 el 18
LRI nda | _ |8 (aa—1) 12 5.
'] )

p 1s the distance from a point of the lens to the axis.

To account for reflections between elements it is advisable to restrict
ourselves to examination of only the unfavorable situation where they are
not attenuated by vignetting on the lens holders [Ref. 6]: in the case
of re-reflections between closely spaced elements (the collimator and the
space-time light modulator, lenses and objectives). As can be seen from
Fig. 2, depending on the kinds of re-reflections (a, b, c, d) the optical
path in this case 1s elongated (shortened) by:

an R/ ktofl 1Y\ ket |
}jd{_w\ \’\”\2.! :'.1) 2 2 R’ Rs f(ﬂn"" 1)v |
. | by Blg(_ L 11 1) ko1,
d. » 2 L R LR f na—1"'
!/

Fig. 2 ‘ ) kp22 1 - 1 '"1 ' kpz

< ('17. ﬁ—?.)~_7"

kp? ( 111 kp?
dy B2 L 1)
T2t F
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1 1 1)
where —f:—=(ﬂn"‘l)('m—“m) is the focal length of lens I, 2 with

radii of curvature of R; 3 on the forward and R, ,4 on the rear surface.
Corresponding to retransformations a, b, c and d’are the following rela-
tive intensities of "ghosts":

a) [__8f 'm;a?l)]’” 107%; [k‘;’,‘(";n:‘_"l)] ~107%;

)[k%f,]’,vs-m“'. d)[ f] ~5.107%,

A

which come to a total of «10~"%.

Thus (see Fig. 3)

1111.> foc/PA [Na- 107 4+ (Ny1 4 Na Ny)- 10—‘]> - 108, (19)

Since toc/rz J——2(NyT+NJ,+NT)/r~ 10+ 100, we have AA —10%-105, which
corresponds to data of Ref. 6.

Light scattering on inhomogeneities of the optical system. High—quality'
processors are characterized by inhomogeneities with dimensions that do
not exceed ry <10 im [Ref. 6]. The errors of amplitude-phase distri-
bution caused by such inhomogeneities are characterized by a correlation
coefficient of R,~mr,~10%:10 m=1 mm<<A~1 cm.

This means that we can use an estimate [Ref. 10] that is more accurate
than (10)

19,5 1 —3n%aR2/4At. (20)

Since (20) depends on the parameters of the antenna array, by analogy
with (16) we have

00,-KYap  4A2 4«2 1,70yt

Mv— l_ﬂq,' &‘!amxﬂ A! = a,z ' . (21)

where I =m20 1 1s the area of the surface of the antenna array (of the
space-time light modulator). :

Let us note that simultaneous attenuation of retransformations and light
scattering on inhomogeneities of the optical system of the coherent-optics
processor 1s difficult: an increase in the number of reflection-reducing
coatings increases scattering. In the best case [Ref. 6]

[ + U7 ok o 10°. (22)

25
- FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000200090013-6



APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000200090013-6

FOR OFFICIAL USE ONLY

Estimate (22) should be taken as the limiting dynamic range of the
coherent-optics processor since other factors are subject. to greater
attenuation. The last three factors (conjugate image, nonlinearity of
the space-time light modulator and zero order of diffraction) are com-
pletely dictated by the working conditions and the parameters of the
space-time light modulator (are not determined by the coherent-optics
processor), aund are evaluated in a separate paper.

The table summarizes the requirements for parameters of the coherent-
optics processor and space~time light modulator, guaranteeing potential
accuracy of the ROAR of 1% in a maximum dynamic range of the coherent-
optics processor of 60 dB.

Table 1
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Key Table 1: ‘

A--System of tolerances of the coherent-optics processor of an arbitrary
radio~optical antenna array
B--Distorting factor n
C--Pupil effects and mutual interference of space-time light modulator’
D—Aberrations of the light wave front
E--Misalignment of elements of the optical system
F~-longitudinal
G--transverse
H--Spatial incoherence of the readout beam
I--Time incoherence
J--chromatic aberration
K—dispersion of spatial frequencies
L--Re~reflections from optical surfaces
M--Light scattering on inhomogeneities
N--Two-band input
O--amplitude space-time light modulator
P--phase space-time light modulator
Q--Nonlinearity
R——Zero order of diffraction
S—--Estimate of contribution
T--A¢n, relative units
u--a4,, dB
V~-Requirements, limitations, tolerances
W--Dynamic range of coherent-optics processor?O SIZMnl] 1
X~-In the presence of coherent-optics compensation _
Y--Coefficient of utilization of the surface of the space-time light
modulator 20.5 '
- Z--For long-focus astronomical objectives with Ax/f<4- +1072 and MIN< 103
1--1f any of the elements of the optical system is set within |6;] <100 im
2-- |8y }<l 1m
3-=Y12mm# 0.9995 within the limits of the space-time light modulator
4-~(coherence length)
5--coefficient of reflection r <0.007, and no more than a three-layer
reflection-reducing coating
6~-Corrzlation coefficient ry <10 um; dispersion of :lnhomogeneities a<0.17 )
7--equivalent lens on the level of an antenna array with £, <10 cm and
auxiliary lens on the level of a space—time 1ight modulator with
fo2> f0>10/11f
8§--In the balanced light modulation mode
9--without consideration of zero order of diffraction
10--Diffraction efficiency of controllable transparency >10~2 (1%) in
the mode of balanced light modulation
11--Diffraction efficiency of controllable transparency equdl to 0.34 (34%)
for a reduced coherent-optics processor
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UDC 621.396.677.49

PARALLEL PENCIL BEAM RECEPTION OF RADIO RADIATION USING CONFORMAL ANTENNA
ARRAYS WITH COHERENT OPTICAL PROCESSING

Gor'kiy. IVUZ RADIOFIZIKA in Russian Vol 23 No 2, 1980 pp 197-201 manuscript
received 30 Mar 79

[Article by‘D.I. Voskresenskiy, A,Yu. Grinev and Ye.N., Voronin, Moscow
Aviation Institute]

[Text] A coherent optical method of producing the directional
pattern of aplanar receiving antenna arrays is proposed and
analyzed. The maximum capabilities of the method are estimated
and expressions are derived which make it possible to purpose-
fully desigh coherent optical processors. )

Planar receiving antenna arrays (AR) having coherent optical (KO) shaping
of the directional patterns (DN) are known, a review of which is given in
[1]. A coherent optical method of producing the directional pattern of any
aplanar antenna arrays is treated in [2], the realization of which using
spherical optical components is possible only in a few special cases
(cylindrical, piecewise-planar antenna arrays and a few others).

A way of solving a similar problem is proposed below, which is different
from [2] and which 18 always feasible using spherical optical components,
but its capabilities are limited by the maximally permissible deviation of
the antenna array surface from a planar configuration.

As was shown in [2], parallel viewing of space with a continuous fan of
pencil~beam directional patterns is achieved through processing the signals

received by the antenna array elements, which are arranged on the aplanar
surface R=R, + n, Z(R)) (Figure la) using an algorithm of the form:

A .
L= ([ Jo(R, K) 2R, @

where {,..} are signals of the antenna array elements, I is the surface of
the antenna array, jo t R, K) = IJopt(R, K)T’exp(iKR) is the optimal ampli-
tude-phase distribution (AFR) (for example, in the sense of KU [gain] or
UBL {side lobe suppression]) which shapes the pencil beam reception from
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the direction K= K, +n:2,Q,= VR =K% =
= Kcos8, K, =n.K sinf cos¢ + nyl(sinf®sinz,

K = 21/A 18 the wave number, Nx, Ny and nE are unit vectors, ¢ is the azi-
muth and 6 is the elevation angle [3]), d“R is a surface element,

In the case of a small Z (as compared to the size of the antenna array, see

) below): | Jon(R, K) | 2R~ J(R )R,

(J(R_L) is the AFR of a planar equivalent aperture, dZRJ- is an aperture ele-

ment), i,e,, it is permissible to neglect the amplitude distortione of the
signals received by the antenna array elements [4]. In this case, we re-
present (1) in the form:

2= ﬁ - JR)exp|—i[K, R, +2,Z(R)]| R, @

where the infinite limits are taken considering the fact that J(RJQ) =0
outside the array. N

sible with a coherent optical procedure, since , = YK° = Kf , We shall
approximate the given function with the following step function:

N
e,~ 3 H(K)VRT—KY, ®

For an arbitrary aplanar surface, the realization of ogerator (2) 1is impos-

where

H (K )={1, Kn—|< IK.LI gKﬂ
L 0, B npoTHBHOM cayuae otherwlae

. ¥ I, 1K 1<K
Knoi< | K < Kn, npuye H, (K ={ ' L .
' Ly hare' B ED =10k Sk

nwl

Approximation (3) is more precise, the narrower the ring regions Hp are,
At the limit (N - ) it becomes an equality. Substituting (3) in (2), we

find: A N X )
Lif)=3 Hy(KDF . J(Ry) exp [— i VRT= R)ZRYL

A o) ' !
where Fl.}= _H exp (—¢KL R1)d'R, is a Fourier transform operator,
The operator f‘N -+ £, when N + «, by virtue of the continuity of the nucleus
in (2). However, the smaller N is, the simpler it is for the realization
of the approximated operator (4) using optical means. We shall establish
the requisite number N and construct the coherent optical processor (KOP)
corresponding to it, which provide for the specified directional gain of
the antenna array throughout the entire viewing range

- 5
— < D
(°<9< p P KL S sK)dmln<5-<l
o
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(Dp is the directional gain of the array with processing using algorithm
(2)). It can be shown that when K is

Kn = ]/ (2n— 1)KAK—(2"; ‘)2 (AK)?

(&K is the step of the stepwise approximation (3) defined below), we repre=
sent operator (4) in the form:

Lu{.}=Hy (KD F{...J (RL) expl—ilK — (N — 1)AK]}Z (R) | + )
+Lwes (e = Hu (K@ Py 4 Dasi (o,
rae N
where Lo{.} = F{.exp[idKZ R D))},

Ly =Fid (RY) expl—ikz(RL)).

The finite step AK leads to an error in the AFR, and as a consequence, to
a drop in the directional gain which in accordance with [3, 4] and (5) is
equal to: Dy :
D, =1+ Q2 —K+(N—1)aK]? 03},

0

6

ff1z@®p1aR,.

-0

where @ =
z

1
p

T -1
We define the step AK = Q'L/rgﬂﬂ___L.

2
%z

from the condition Dy/Dp 2 dpin.

A coherent optical processor which realizes algorithm (5) is depicted in
Figure 1b, The signals of the antenna array elements (Figure la) control
the corresponding channels of the multichannel light modulator in the plane
i, The coherent optical processor consists of a series of coaxial Fourier
processors (according to the number of approximation steps), at the inputs
to which (M7, N2, ...) there are transparencies with the corresponding AFR
steps written on them, while at the outputs (M1, M, ..,.) there are filters
which realize the unperturbed transfer of the focused Images in the hatch

- marked regions (Hy, Hp,...) to the common output of the coherent optical
processor (Ily). Phase transparencies with a transmittance of exp[fiRoK 1,
for example, can be used as these filters, which shift the Fourier images
by ﬁ‘le relative to the axis of the coherent optical processor (m is the
modeling scale [3]).

We shall establish the requisite number of approximations N, with which the
requirements placed on the directional gain are satisfied throughout the
entire viewing region IKlJ S Ky = Ksinbpax (Bpax 1s the maximum elevation
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Figure 1., The aplanar antenna array (a) and its coherent optical processor (b).
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angle). We derive the following from the expression for Kp (see above):

— 1
N = entier Koz (l__ﬁ?f") +—1 )
2V —1 2

where entier 1s the integer part of the number.

The number N, which determines the complexity of the coherent optical
processor is limited,

Since the step AK should be greater than the width of the directional pat-
tern AQy = 2n/AX (AX is the dimension of the antenna array), then:

AX e
dz<qzmlx = T Vdn_-nlln - L
From this, according to (7):

N << Nmax = entier (%{X + —;) (8

The quantity 0z pay characterizes the extremal root mean square value of the
deviation of the aplanar surface of the antenna array from a planar one,
permitted by the given method. Assuming dpin = 0.9, we obtain 67 pax =

= 0.1 AX, something which exceeds the possibilities of the method of [3].

In conjunction with [2], the method considered here makes it possible to
expand the class of aplanar antenna arrays which permit the production of
a fan of pencil beam directional patterns using coherent optical means.
In conclusion, the authors would like to express their gratitude to B.Ye.
Kinber for discussing the work.
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THE BLURRING OF THE MEAN DIFFRACTION PATTERN IN THE FOCAL PLANE OF A
RECEIVING LENS DUE TO RAIN IN A TURBULENT ATMOSPHERE

Gor'kiy IVUZ RADIOFIZIKA in Russian Vol 23 No 2, 1980 pp 169-176
manuscript received 6 Feb 79

[Article by V.L. Mironov and S,I. Tuzova, Institute of Atmospheric
Optics of the Siberian Branch of USSR Academy of Sciences]

[Text] An expression is derived for the coherence

function of a plane wave which is scattered several

times in rain. It is shown that the distribution

of the mean intensity in the focal plane of a

receiving lens in the case of small optical thick-

nesses of the rain (u < 1) is of a two-scale nature,

In this case, the first scale is due to turbulent

fluctuations in the index of refraction. while the

size of the second is determined by the scale of the

diffraction for the dimensions of a drop. Where

u >> 1, the characteristic scale of the mean dif-

fraction pattern is the scale of the diffraction

for the coherence:rradius 6f a plane wave scattered

at rain particles., The conditions under which it

is possible to determine the parameters of the rain
- from measurements of the mean intensity in the focal

plane of the receiving lens are formulated.

A method of determining the structural characteristics of fluctuations
in the reffractive index, Cﬁ and the internal turbulence scale, lg,
based on measurements of the mean intensity in the focal plane of the
receiving lens when. the atmosphere is transilluminated by laser radiation
wag proposed in paper [1]. The presence of precipitation in the atmos-
phere leads to a distortion of the mean diffraction pattern because of
additional wave field coherency losses in the case of scattering at
precipitation particles. The question of the nature and magnitude of
this distortion d1s an open one at the present time, while its solution
1s of practical interest. An expression is derived in this paper for
the coherency function of a plane wave which is repeatedly scattered in
rain, and the nature of the blurring of the mean diffraction pattern
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in the focal plane of the lens is analyzed for the purpose of studying
the possibility of determining rain parameters., The combined action of
atmospheric turbulence and rain is treated given specific assumptions.

Accerding te [1], the distribution of the average current registered by

; the ingtrument, ) = 5‘3"( 1, 2) ydz has the form:
- 1
CIy))y = aA“R;k dw Ty (L, 2R 7)(arccosn —
T
— 1V 1—7) cos (2_’:_‘2),,')_ @

Here < J(y, z) > 1is the mean intensity in the focal plane of the lens;

o 1is the semsitivity of the photomultiplier, A is the width of the
roceiver slot (the length of the slot along the 2z coordinate is chosen
much greater than the width of the entire diffraction pattern), y is the
current coordinate for the position of the slot, R and F are the
radius and focal distance of the lens and k = 2n/A (A is the wavelength
of the radiation). The function which carries the information on the
medium, I4y(L, p= 2R = CE(L, p))E*(L, pa) > is a second order

coherency function of a plane wave passing through a layer 0 < x < L
with random inhomogeneities (a locally homogeneous and isotropic f+.id),
p is the spacing between the observation points p; and py In the piane
of the lens x = L, E(L, p) 1s the optical wave fieid (depolarization is
not taken into account because of its smallness) and the corner brackets
indicate averaging over the ensemble.

We shall first derive the expression for the wave field coherency function,
where the wave is scattered by rain in the absence of turbulent inhomo-
z geneities, P%(L, p). We shall solve the problem in the phase approxima-
tion of {2], i.e., neglecting the amplitude fluctuations of the fiedd.
A plane wave E(x, p) = eikx, passing through a layer 0 < x < L of large
scale, discrete inhomogeneities (ka >> 1, where a 1is the linear dimen-
sion of an inhomogeneity), acquires a random phase shift [31,

N

S.n _2, Sill—x; p — ), » where xj and pj are the longitudinal
and transverse directions of wave propagation of the coordinate for the
_ position of the center of the j-th particle. Here, repeat scattering
at an aggregate of N particles is taken into account approximately
_ by summing the independent phase shifts Sg(L - Xgs P = Py) at the indi-
vidual scatterers, something which is Justified, as was shown in [3],
for optical thicknesses of u << 1/<6%>, where <9%> = (ka)=2 is the mean
square ef the scattering angle of a particle. TFor a medium consisting
of a large number of statically independent scatterers, the random
positions of the particles r = (xa, pg) are uniformly distributed in the
Scattering volume Vpye with a probability density of P (%2, Pa) = 1/Vpac»
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while the number of them, N, has a Poisson distribution P(N) = e—<N>
- = e=<N><N>N/NI with a mean value of <N> [4]. Then the phase S(L,p)=
N

= N S(L—xip—p) 1s a Polsson random process [5]. Performing the
fomt
averaging in a manner similar to [5], we derive the expression for I‘;_(L,p)

- in the following form:
- I3 (L, Pre p) = exp {L[S(L, p1) = S(L, Pz)]])ﬂ

= exp n, 65 dx, ” dpa§ dan (a) [exp (£ [Sa(L — %o £y — pa) — @

— Sy(L — %4 £ = 0a)]} — 1]}
Where ng = <N>/Vpac is the average particle concentration along the path
and n(a) 1s the particle distribution with respect to size. Thus, the
problem is reduced to determination of the phase Sa(L -~ xa, p - p,) of the :
wave scattered by a single droplet. When a plane wave is scattered at an =
isolated inhomogeneity, the field £a(L, p) = exp[ikL + iSa (L — Xa) P — ?a)l
in the wave zone of a particle has the form: [6]:

EolL, p) = e + e”"af[ l(:::a)l ]le:_“_'_;‘; (3)

for ka >> 1 (a is the radius of a drop), the amplitude of the scattering

f[—k-, k?:_ "nl for small angles in the case of Fraunhofer diffraction
—Ta
ko, (r—r,) ( le — I)/(k |P"‘Pa|)
—, k"’ ihatJ, | ka — a -,
f[k lr—m] L L-x

is equal to [6]:
where J1(t) 1s a Bessel function, Considering the small angle nature of
the scattering, and using in (3) the expansion of [12] |r —7, | ® L—xa +

+ 1 (P —p)/(L—x), - we obtain:
2 L, cosuli(t)/i
1 —Q, sinudy(t)t '

.

Sa(L —xa, p — p,) = arctg

where Q, _-_~ka’/2(L—:r.,), u=k(p — p,)* [2(L—xa), t=ha I~ pgll (L—%a).
Since in the wave zone, @, << 1, the expression for the phase assumes the
form:

Se(L—xa, p—pg) =9, ‘(t) ‘cosu, %)

= In the following we shall utilize the approximation of the function -
234(t)/t = exp(-t2/8) [7], which is a good description of the main
maximum of the scattering amplitude. Since Sa(L - Xa, P = pa) << 1,
then the exponent under the integral sign in (2) can be expanded in a
series limited by second order smallness terms, Then:
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Fi(L, pup)= exP[i<S(L. P> — i S p) ) — )

— 5 <S> — 5 (SHL 8>+ S (L RIS Pz))]-

L ‘ o . (5)

(S(L, Pl)) = N, j dxa J‘j dPa df dan(a)sﬂ(l‘_xﬂv 1 — Pn) =
[}

= <S(L$ P2))1

L ©0-
(SHL, 1)) = 1o bf Ax, [ de. :} dan(a)Se(L—xa p—pa) =< S*(L p2),

& ® ’
CSWLyp)S(Lyp)d = [ dx, [[dep, [ dan(a)Sa(Ll—a, i — pa) X
P

0 f

X Sa (L — Xg P2 — Pa)'

Thus, the expression deﬂived for the field coher pey function
r3(L, ¢, P:)=exP{— E‘<[S(La p) — S(L, Pz)j >} corresponds to

the case of a normal distribution of the phase § [5]. We will note

that the possibility of going over to a normal phase statistic in the
case of small mean square phase shifts at one inhomogeneity (<S%>)1/2 <«<1
was demonstrated in paper [8] using a geometric-optic representation of
the phase, In our case (<§2>)1/2 = @§/4 (1 - Lo/L) << Qg << 1, since

the linear dimension of the scattering layer satisfies the condition for
scattering in the wave zone ka2/L - Lg) << 1 and Qg = ka?/L << 1, As

w 8 shown in [9], for paths with a length of L >> ka2, the contribution
to T8$(L, p) of the path section L - ka? << x < L, where the approximation
of geometric optics 1s applicable, as well as the contribution of the
intermediate Fresnel diffraction region can be neglected. Using formulas
(4) and (5), following some simple computations with a precision of down
to the small terms on the order of Qg, we obtain the following expressions
for the dispersion and the correlation function of the phase fluctuations
of a plane wave:

@ . S © 2
(§) = jdan(a)—;—noua'ﬂ'l_, (S p)SW p)d> = §dan(a)%—noua’l. exp (—:—l;)
4 . . o

Then I'3(L, p) 1s written in the form:
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“a _ 1
0 =exp [~ 2010 ©
ISy 1) = S(L, > = [ danfas (1 — exp (— o)
0

where D3(p) = is the

structural function of the fluctuations of the phase of a plane wave
scattered in rain, The quantity u = noﬁa2L has the sense of the optical
- thickness which determines the attenuation of the average field
, Cad~exp(—yp) 1L4].

- The question of the influence of precipitation on the turbulence mode of
the atmosphere has been inadequately studied at the present time., At
the same time, existing experimental literature [10, 11] point towards
the necessity of taking into account the joint action of turbulence and
rain in certain meteorological situations. TFor this reason, the attempt
undertaken in this paper to approximately account for the contribution of
turbulent fluctuations in the refractive index to the function being
studied <I(y)> is justified at least for preliminary estimates, In
following [12], we assume that the fluctuatfons of the wave field which
are caused by rain and turbulence are not correlated. In this approxi-
mation, the coherency function Ty (L, p), of the wave field which has
experienced the combined action of turbulence and rain is equal to:

Ty (L, p) = TE(L, ) T3(L, p), @)

where F§ (L, p) is the coherency function of the wave scattered by
turbulent inhomogeneities, The expression for PE(L, p) derived in
{13] has the form:

I3(L, p) = exp [—-—;Dl (P)]. @)

where Du(p) = 2,91CI 42 L o™ is the structural function of the fluc-
tuations in the plane wave phase. We presuppose here that the spectrum
of fluctuations in the index of refraction in a turbulent atmosphere
with rain remains a Kolmogorov spectrum, Based on formulas (1) and (6)-
(8), we shall analyze the nature of the washing out of the mean diffrac-
tion pattern sepavately for small and large optical thicknesses u.

1. Small Optical Thicknesses (u < 1)

For simplicity, we shall consider the case of monodisperse:rain with a
drop radius equal to a, The results of a numerical calculation of the
normalized function V(p) = <I(p)>/<I(0)> (p = 2kRy/F) are shown in
Figures la and 1b for three values of Cﬁ as a function of the quantity
W, which is related to the intensity of the rain J by the expression
u=0,21 (J)0'74L [14]. It can be seen from the curves that the
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distribution of the mean intensity in the focal plane of the lens is

of a two-scale nature. Without considering the turbulent inhomogeneittes
(C% = 0, Figure la), the first-scale y] is the scale for the diffraction
at a lens size y; = 2F/kR, The size of the second scale y3 is determined
from the asymptotic formula (u << 1):

l/ira y'-' - :
VUY¢97—EGW[—7;ﬁ5;] w>yha§R) 9

as the scale of the diffraction for a drop size y3 = 2F/ka, (The asymptote
logV(p) for u = 0,62, which is plotted in FIgure la with the dashed line,
is in good agreement with the calculated curve), As follows from the
graphs, with an increase in u, ys also increases, something which is due
to the reduction in the coherency radius of the field py. The quantity
V(y) likewise increases the region y > y1 in this case, something which
signifies a redistribution of the mean intensity in the focal plane of
the lens between the regions y < yj and y > y1. Taking turbulent
{nhomogeneities into account, where the coherency radius of a plane wave
due to turbulence, [13], 13 pg = (1.46C%k2L)’3/5 << R, the asymptotic
expression for the function V(y), derived from (1) and (6)-(8) where

U << 1, has the following form:

—~1/27-1 .
V(y)z[l +%(1 +%) ] [exp[— y’(é‘%)2+

2 \ ~152 10
+-“-(1+?) .]exp[_ ¥ _” (10)
2\ 2 (2Fkpo) + (2 F[ka))
@<R, p«R).

A square-law approximation of the function D1(p), equivalent to the
substitution of exp(-ap3/3) + exp(~a6/5p2), was used in the derivation

of (10) [7]. 1In the region y > y1, where the approximation error becomes
significant, thercontribution of the function IT(L, p) to V(y) proves to
be neglectably small as compared to the contribfition of the function

P%(L, p). For @ << py, there 18 a clear division of the diffraction
pattern into two characteristics sections, where the first scale, which
is defined by the drop in V(y) by l/e, is y! = 2F/kpg. (This fact points
to the possibility of determining €2 in raifi, within the framework of the
indicated assumptions, in a manner Bimilar to that for the absence of
rain [1]). 1In the region y > yi the asymptote of (10) assumes the form:

V(y)= ra exp [—- y? J = 1)
2 p, (2F/k5)’ (e g po < R),

f.e.,, the second scale, just as in the case of cﬁ = 0, is defined as yp =
= 2F/kd@, A comparison of the calculated curve (Figure 1b) with the asymp-
tote of (11) shows good agreement when u = 0,62, We will note that the
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Figure 1. The function V = <I(p)>/<I(0)> as a function of the
generalized parameter p = 2kRy/F. '

Key: 1. -y =0 G = 0); 2. -p = 0,62 (3;f-3 mm/hr); 3., -u =
=2,38 (J = 10 mm/hr); 4. -p =5 (J = 50 mm/hr);
5, = =0.27 (J = 1 mm/hr);

a) Cg = 0 (the dashed curve is the asymptote of (9) when p=0.62);
b) C% =5 « 10717 em~2/3 (the dashed and dotted curves) and
€2 = 5 + 1016 cn-2/3 (the solid curves), the dashed curves
are the asymptote of (11) when p = 0,62 (L = 1,300 m,
A=0,63¢100%m R=8+1202m, F=1.6m a =5+ 10-% m),

conclusion concerning the division between the turbulent and hydrosol
components was drawn for the first time [10] because of the considerable
difference in their characteristic scales, and thereafter in 11] using
the example of the frequency spectra of the intensity fluctuations.

Thus, for p < 1, based on the drop in the function being measured, V(y)

to the 1/e level in the region y >> Y1» yi, it 1s possible to determine
the mean radius & of the droplets, and based on the quantity V(y), the
values of y and consequently the mean intemsity of the rain J in the
region y] << y << yp. The calculated curves shown in Figure 2 for various
values of y and typical values of @ indicate the considerable dependence
of V(y) on the parameters of the rain being sought. The practicability

of measurements of the light flux, which amounts to 10~3 times its value
in the center of the diffraction pattern, was demonstrated in paper [15].
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Figure 2,

50207 w3 1 a0 2. -w=0.27; 3. -w = 0.62

be =0 =2,38; 5, -y = 5;

2
Key: Cn .
The solid curve is for ~a = 5 « ’10—4 m; the dashed curve 1s for

-8 = 2,5 -« 10-4 m; the dashed~and-dotted curve is for =g = 7 » 10-4 m.

(L=1,300m; A =063 10 m; R=8"102m F=1.6m).
2, Large Optical Thicknesses (u >> 1)

Based on the decline of the function Pg(L, p) to the 1/e level, we shall
determine the coherency radius Pk of a plane wave scattered in rain, where
W >> 1, For monodisperse particles, we find by working from (6) that Pk =
= (2/1rnoL)J-/2 < &, As follows from formulas (1) and (6) - (8), when T <<
<< pgo (something which is practically always observed in the atmosphere),
the influence of turbulence on the function <I(y)> can be disregarded.
When u >> 1, the determining factor in (1) is the region n { &/2R << 1,

so that the asymptotic formula for <I(y)> is written in the form:

2Rk 7 17 2R7\?
I(Y)>)~ad—r d'qexp[—— dan(a)p(————)]x
F (5 . 2§ a
X cos (%&qy).

From this we drrive a simple expression for the normalized spectrum of the

coherency function: . »
V(y) = —_—— 1).
(y) = exp [ @Fny ] ®>1) a2
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S s w

Figure 3.

Key: The solid curves for Ci =5 10-'16 cm—2/3; the dashed-and-dotted

curves are for Ci =5 ',10"15 cm_2/3;
1, -u = 0; 2, =y =53 3, -u=10; 4, =p = 15; 5, -u = 20; .
The dotted curve is the asymptote of (12) when p = 20 (L = 10 km;

A= 0,63+ 10 m; R=8+1202m F=1.6mT=5" 10" ).
Graphs of the function V(p) are shown in Figure 3 for two values of C% and
various values of u, A comparison of the asymptote (12) with the calculated
curves shows that the asymptotic expression (12) yields good results even
for y = 20, Consequently, for u 2 20, the mean concentration of particles

- along the path in rain, ng, can be uniquely determined from measurements of
the half-width yg of the spectrum of V(y) [9]. (We will note that the size
of the particles plays no role here).

_ Thus, the analysis performed here shows that in the case of small optical
thickness of the rain (u < 1), because of the separation of the turbulence
and hydrosol contributions to the mean diffraction pattern, it is possible
to determine the size @ of the droplets and the intensity of the rain J.
When u >> 1, where the influence of turbulence can be neglected, and the
spectral width of the coherency function is determined by the scale of the
diffraction at the coherency radius of the plane wave scattered in rain,

it is possible to determine the average concentration of rain particles
along the path ng., :
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UDC 621.372,54:681.327.8
DIGITAL DEVICES USING INTEGRATED CIRCUITS IN COMMUNICATIONS ENGINEERING

Moscow TSIFROVYYE USTROYSTVA NA INTEGRAL'NYKH SKHEMAKH V TEKHNIKE
SVYAZI in Russian 1979 signed tp press 8 Jun. 79 pp 2, 230-231

[Annotation and table of contents from the book by Lev Moiseyevich Gol'denberg,
Yuriy Tikhonovich Butyl'skiy and Mikhail Nikolayevich Polyak, Svyaz' Publish-
ers, 15,000 copies, 232 pages]

[Text] The fundamentals of the theory of the synthesis of combination
devices and finite automats are presented. Methods of realizing digital
filters and systems for the automatic tuning of tuned circuits are

given special treatment. A number of digital devices used for control
and communications are described,

The book is intended for engineering and technical workers interested in

questions of the design and practical use of modern digital devices using
integrated logic circuits,
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1.5. The fundamental laws and relationships of algebraic
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UDC 621.373,826:621.39

THE USE OF LASERS FOR OPERATIONAL COMMUNICATIONS WITH INDUSTRIAL UNITS

Moscow TLAZERNAYA OPERATIVNAYA SVYAZ' S PROMYSHLENNYMI OB'YEKTAMI in Russian
1979 signed to press 5 Jul 79 pp 1-3, 104

[Annotation, Foreword, and Table of Contents from the book by Vitold'
- Trofimorovich Zagorodnyuk ‘and Dmitriy Yakovlevich Parshin, Izd. "Svyaz',"
- 1979, 4000 copies, 104 pages]

[Thxj? The book examines the construction principles of laser systsms for op-
erational communications with industrial units, and descrihes the basic ele-
mants of the transmitting and receiving equipment involved; a method is given
for the snginesring design of these systems.

The book is intendsd for communications enginears, radio engineers, and speci-
alists in problams of communications with industrial units.

FOREWORD

- Ths current states of developmant of thes national sconomy posss a problsm in re-
gard to the creation of systems for ths operational control of industrial-tesch-
nological procassss. Ths performance effectivensss of technological processss
in various industrial eectors is detsrmined in large part by the capabilities
of the communications systsm--operator to industrial unit. This substantiatee
ths advisability of creating wireless, small-scals, reliabls, and convenisnt
systems for transmitting information.

Crowding of the radio-frequency spectrum, mutual intsrfersncs, and other tsch-
nical causss are lesading to exploration and investigation of new channels for
the transmission of opsrational information. The use of laser radiation for
thess purposes is highly promising. At the present time, work is bsing con-
ducted both in the USSR and abroad on the creation of optical systems of oper-
ational communications in which laser radiation will bs employsd for ths trans-
migsion of information. The syatems so far developsd possess a numbar of ad-
vantagss over those pressntly employad. There are currently works in publica-
tion which deal with lassr communications theory, but the absence of systema-
tized materisl raflecting the spscific nature of laser systems for opsrational
communication with industrial units impedes the dsvelopment of such systems.
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The book ssts forth fundamental problems related to the development of squip-
ment and systems in which laser radiation is smploysd as a communicationa chan-
nel for the transmission of oparational information. It systematizes material
on lasar channsl communication and offsrs basic rscommendations for the sslasc-
tior and conatruction of systems and their primary elsments. The book details
for the first time a mathod for enginesring design of lassr systems for opera-
tional communication with industrial units.

Tha book is intsnded for communications enginesrs and alectronics engineers
spscializing in the design of lasar communication systems and ths managsment
of industrial units.

The authors sxpress their thanks to V.P. Patrukhin, Candidate inTechnical

Sciences, who aided in the writing of sactions 1.1, 2.2, 3.2-3.4, and to A.G.
= Muradyan, Candidate of Technical Sciences, for hia painstaking review of the
z manuscript and critical commentary which facilitated improvement of the book.

Wl

Comments concerning the book should be sent to this address: Moscow, 101000,
Chistoprudnyy Bul'var, 2.
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4
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UDC 621.396.61:621,3,029.6(075)

THE DESIGN OF MICROWAVE RADIO TRANSMITTING DEVICES

Moscow PROYEKTIROVANAIYE RADIOPEREDAYUSHCHIKH USTROYSTV SVCH in Russian
1979 signed to press 2 Oct 79

[Annotation and table of contents from the book edited by G.M, Utkin,
Sovetskoye Radio Publishers, Moscow, 320 pages, 19,000 copies]

[Text] The major questions in the design of decimeter and centimeter
wavelength transmitting devices using semiconductor devices and metal-
_ ceramic vacuum tubes are treated. Engineering methods of designing
= transmitter stages are given, including power amplifiers, frequency
multipliers, and exciters with improved frequency stability. The design
methods are illustrated by specific examples,

The textbook is intended for students in the radio engineering specialties
of the higher educational institutes. Tt can also be useful to special-
ists engaged in the design of radio engineering equipment.,

Table of Contents

Foreword 3

Introduction 5

I. The Amplifier and Multiplier €hannel of Transistorized

Transmitters
1, The model of a microwave transistor 10
2. Low power amplifiers and frequency multipliers 14
2.1. The common emitter amplifier 15
2.2, Common emitter frequency multipliers 23 : h
3. Power amplifiers and frequency multipliers 33
- 3.1. The harmonic and time analysis of the processes in
amplifiers 34
3.2. Equations for the complex amplitudes of amplifier
voltages and current ’ 37

3.3. An analysis of common emitter and common base
amplifiers with low inductance of the common electrode 39
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3.4, The influence of lead inductance of the common electrode
on the power engineering parameters of an amplifier
3.5. The procedure and sequence for the design of a tran
transistorized power amplifier
- 3.6, Frequency multipliers using high power microwave
transistors
4, Matching circuits
4.1, Matching circuits using concentrated components
4.2. Matching circuits using asymmetrical strip lines
5. Bridge amplifiers
5.1. General properties of bridge amplifiers
5.2. Block diagrams of bridge amplifiers
5.3. Examples of bridge circuits for power addition and
division :
5.4. The emergency mode of a bridge amplifier when some of
its transistors fail
6. Wideband amplifiers
6.1, Circuits for frequency correction with reflection
6.2, Circuits for frequency correction with absorption
- 7. General information on varactor frequency multipliers
7.1, Characteristics of varactor multipliers
7.2. A model of a varactor
7.3, The requirements placed on filters
8. A quantitative analysis of a varactor multiplier
8.1. Equations describing multiplier operation
8.2. The harmonic analysis of the voltage across a
varactor
8.3, Equivalent multiplier circuits
8.4, The optimum power mode of an amplifier
9. Design calculations and construction of multipliers
9.1, The design of a multiplier with the varactor partially
turned on
9.2. The design of a multiplier with the varactor junction
cut off
9.3. Considerations in the selection of a varactor and its
operating mode
9.4, On the design of filters
9.5. Design examples of multipliers
II. Exciters for Microwave Transmitters

10. Band coverage self-excited oscillators
10.1., General information on exciters
10.2. The initial design data
10.3. The equations of a self-excited oscillator
10.4, The selection of the operating mode of the
active element and the parameters of self-excited
. oscillators
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Self-excited oscillators using active devices having inertia

11.1. Specific features of self-excited oscillator design in
the case of an increased working frequency

11.2, Specific features of microwave self-excited oscillator
design .
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Oscillators designed around Gunn diodes and avalanche transit

time diodes

16.1. General information

16.2. The equivalent eircuit of Gunn diodes and avalanche
transit time diodes

16.3. Oscillator structural designs

16.4. The equivalent circuits of oscillators and their
analysis
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A TRANSMITTING ACCESSORY FOR THE R-250M2
Moscow RADIO in Russian No 2, 1980 pp 19-22

[Conclusion of article by Ye. Sukhoverkhov, Moscow, amateur call letters
UA3AJT; first part of article published in RADIO, No 1, 1980, p 19]

[Text] An external view of the accessory is shown in Figure 3, With the
exception of block 10, the RF units are structurally mounted on one printed
circuit board made of foil covered glass textolite [laminated resin omn a
glass fabric base] 3 mm thick, The layout of the components on it is shown

_ in Figure 4 (the circuit board is arbitrarily broken down into two sections).
The bandswitch wafers and the crystals are mounted on the circuit board by
means of posts or corner braces, The layout of the printed circuit board
(distinguished by the color), the output stage and the power supply unit

1 inside the accessory housing are shown in Figure 5.

Figure 3.

The partition shields between the units are made of strips of double-sided
foll covered glass textolite 1.5 mm thick and 40 to 45 mm high., Those
forming the grid are installed after the installation of all components on
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Table 2
3as0p mexay
Nuanerp | Aawns
Karyuns ::""l‘:’. MNposos xapuaca. { Kawor. ::m:::u:.
['T] M oo, M
O l@a] @ 1@ 1o (6)
=y | 1s | nswo oy g - -
3000 | 1131 0,08 - -
sL1—3Ly 16 | nawo 03 ] - -
71, 712 7 | 050 0,44 ] 4 3
708, L4 e | n3Wo 0.4 9 ) 5
208, L6 1t | n3wo 031 ] b 8
707, 7 18 | N3O0 031 9 7 1
7L9, 7L10 30 | nawo oM 9 12 1
Lt 11 | n3wo o4 9 - -
a2 17 | nauio 0,31 9 - -
aLy 30 | N3Wo 031 9 - -
aLd 25 | 9wo 0,31 9 - -
9Ly 10 LWO 044 9 6 -
9Ls 12 | N3O 044 9 7 -
LS 4 N3Wo 0,31 9 [} -
9LE 17 | nawo 031 9 7 -
30 | nawo 0,3 9 12 -.
10L1, 1012 8| n3s210 | maty | — -
[ 9 1n3B-2 1,8 12 15 -—
10L4 4+7° | N3B-2 10 18 20 -
10Ls 9+13°] M3B-2 08 3 ] -
Key: 1. Coil;
2. Number of turns;
3. Wire;
4, Coil form diameter, mm;
5, Length of the winding;
6. Gap between the windings on the common coil form, mm;
* TFigured from the "hot" end of the coil,

the circuit board and are soldered to the circuit board using copper pins.
The only thing to keep in mind is the fact that the grid should not make
contact with the "grounded" areas of the units, It is connected to the
chassis at only one point. The partitions should be provided with holes
for the shaft of the bandswitch and the electromechanical filter. The
shields for the filters can be fabricated in a similar manner. The block
of variable capacitors is placed alongside the filter of the second mixer
and is well shielded,

The connection of the "grounded" areas of the units to each other is not
shown in Figure 4. In principle, they can be connected together by jumpers
in an arbitrary fashion, but during operation as an exciter, it can prove
useful to pick a ground point in each of the units of the accessory.

The hookup schematic of the low frequency units is not shown. The circuit
board, with dimensions of 200 x 40 mm having these units, is shielded and .
positioned on the left front panelof the accessory.,

The winding data for the inductance coils is given in Table 2. It is de-
sireable to wind the coils in the bandpass filters on toroidal cores made

of 30 VCh or 50 VCh ferrite, In this case, the transmission factor of the
filters will increase.
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Figure 4 [First half]
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Figure 4 [Continued from preceding page].

60

FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000200090013-6



APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000200090013-6

_ J90
yio-13
'S
8
vie
[ T -]
bl = I W Ry 0 I N By -1 -
651 84 85 56 §7 53
Puc. §
Figure 5.

The power transformer is made of ShL20x40 magnetic core material. Winding
I has 884 turns of PEV-2 0.47 wire, The taps are made at the 478th turn
(127 v"), the 806th turn ("+10 v"), the 845th turn ("common") and 884th
turn ("-10 v"). Winding II has 1,050 + 1,050 turns of PEV-2 0,27 wire,
winding III has 165 + 165 turns of PEV=-2 0,33 wire, winding IV has 27 + 27
turns of PEV-2 0,96 wire and winding V has 45 turns of PEV-2 0.47 wire,

switches 81 - S13 are P2K switches and the remaining ones are wafer types.
Relay K1 has an actuation voltage of 12 volts., The relay contacts are de-
signed for switching circuits at a voltage of 1,000 v. The remaining relays
are RES-15 types, data sheet number RS4,591,003, The PAl meter is a micro-
ammeter with a full scale current of 100 microamps.

The preliminary alignment of the accessory is accomplished using conventional
procedures - the correctness of the wiring, the operation of the power supply,
the crystal oscillators and the microphone amplifier are checked. The oper-
ation of the SSB driver and all mixers are checked using the well-known pro-
cedure,
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When aligning the filters in the first and second mixers, the gates of the
tield effect transistors are disconnected from the preceding stages, and
a signal from a generator is fed to one of the gates.

The alignment of the mixer stages should be accomplished by achieving the
maximum undistorted signal at their outputs (monitored with an oscilloscope).
Because of the considerable scatter in the parameters of the field effect
transistors, the values of the levels in the mixers are not given, Some
approximate levels and recommendations for the alignment of such assemblies
are indicated in the article by Ya., Lapovka "A Transceiver Accessory" (see
RADIO, 1978, No 8, pp 12-16),

Operation with the Accessory. The RF input to the accessory, X6, must be
be connected to the output of the second heterodyne stage of the R-250M2
receiver. The tuning of the accessory to a frequency 1is accomplished with
the high voltage cut off, By pressing the "Tune" button and setting the
appropriate band, the filter of the second mizer is tuned for a maximum of
the grid current of the output tube,

The output stage is powered from a combination rectifier. When the high
voltage is cut off, a reduced voltage is applied to the plate and screen
grid of the output tube, where this voltage is determined by the zemer
diode circuit in the screen circuit. This makes it possible not only to
tune the Pi-network with the high voltage cut off, but also carry on local

communications, TFor long range traffic, it is necessary to cut on the high
voltage,

In conclusion, it must be said that radio amateurs of category II or III
can add the 160 meter amateur band to the accessory (instead of the 15 m
band), For this, an 8 MHz crystal is to be used instead of the 10 MHz
crystal, The corresponding tuned circuits in the third mixer, the RF amp-
lifier, and the output stage must be rewound and tuned to a frequency of
1,850 - 1,950 KHz.

When working in this band, the output power of thz exciter should be reduced
to 5 watts.

COPYRIGHT: Radio, 1980 No 2
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UDC 681.322:621,391,28

USE OF COMPUTERS DURING DESIGN OF URBAN TELEPHONE EXCHANGES

Moscow PRIMENENIYE EVM PRI PROYEKTIROVANII GTS in Russien 1979 signed to press
13 Aug 79 pp 1-2, 113

[Annotation and Tabls of Contentas from the book by Yuriy Vital'yevich Danilov,
Alsksandr Borisovich Murdasov, and German Vasil'yevich Furtikowv, Izd. "Svyaz',"
1979, 2200 copies, 113 pages]

[Taxt/ Describad harein ars the basic principles of the application of EVM
- [8lectronic computers/ to the design of GTS/Urban telephons sxchangss/ as a
mesans to the identification of optimal designing solutions and the automation
of dasign snginearing. To this snd, a modsl for GTS is offersd in the form of
a G graph, and a procedure is indicated by which ons may, on the basis of this
modal, identify the optimal variants of GTS multi-exchange nets and toll switch
planning. Investigation is made of algorithms for the automation of calcula-
tions of load densities, planning estimates, custom specifications, and cross-
connection field charts. A broad range of technical squipment and programming
provisions for the creation of automated planning systems is examined.

The book is intended for technical enginesring parsonnsl of planning brganiza-
. tions which ars carrying out practical work in EVM, or developing new GTS plan-
ning programs with ths use of computer technology.

TABLE OF CONTENTS

foreword

»

Introduction

Chapter 1. Work phasss precsding ths davelopment of planning-estimate
documsntation in GTS constructicn

l.l. Capital investment planning

1.2. Project-survey work planning

1.3. Conducting pre-project work and engineering survsye

1.4. Composition and content of planning-sstimates documentation in
GTS construction 11

O~ O
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Chaptar 2. Technological progress in GTS plarning and the introduction
of EVM into the planning procese

2.1. General information

2.2, Special considerations in the planning of genaralized diagrams

2.3. Dovalopment of technical(technical oparations)plans of GTS

construction

2.4. Compilation of technical-economic analyses and segmants of technical-
economic parts of TP(TRP)/Technical operations plans/ for GTS

» Planning for station facilities and power supply units

Planning for line facilities

+ Compilation of estimates and custom spe.ifications

+ Development of operational drafts

.5
.6
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.8

[AS RS S BN ]

Chapter 3. Tachnicel-economic estimates of optimal planning for GTS

3.1. Models of GTS
3.2. Optimizing multi-sxchanga nets in GTS
3.3. Optimizing toll ewitch planning in GTS

Chapter 4. Methods for autcsation of technical snginearing estimates of
GTS planning

4.1. Estimating incident and distributed loads from network subscribers
in various MUSZIhtar-noda sxchang§7ind HSSZ;htar-ntation exchangs/
routing lines

4.2, Cross-connection joints in ATSK/automatic telephons exchange commu-
tation squipment

4.3. Description of algorithms used in packets of applied programs for
compiling eetimates and custom spscifications

Chapter 5. Spactrum of EVM technical and programming equipment used in
GTS planning

5.1. EVM models and brands

5.2. EVM opsrational conditions

5.3. Current EVM programming languages

5.4. Operational systems of EVM ES/unified systems/. Mathematics
5.5. Programming ths UVK/Control computer complax/ SM-3

5.6. Applied programming

3.7+ Long range prospscts for the use of EVM in GTS planning
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ELECTROMAGNETIC WAVE PROPAGATION; ELECTRODYNAMICS

UDC 621.391.81:550.388.2
INVESTIGATION OF IONOSPHERIC INHOMOGENEITIES

Moscow RADIOTEKHNIKA I ELEKTRONIKA in Russian No 2, 1980 pp 421-425 manu-
sceript received 20 Jul 78

[Article by V.V. Kitayev]

[Text] For the purpose of creating a theoretical model of the dynamics of
the inhomogeneous F~layer of the ionosphere, 1t is necessary to have suf-
ficient information on the inhomogeneities of this layer. One of the pos-
sible sources of this information is ionospheric sounding (vertical (vz),
cblique (NZ) and oblique-incidence (VNZ)), in particular, with Doppler
processing of the signal (the Doppler method [1]).

Determination of the parameters of ionospheric processes from the Doppler
frequency shift, Af , 1s a complex problem. The interpretation is compli~
cated primarily by the iIntegral nature of the results arrived at in space
(the accumulation of effects along the path of radio waves) and in time

= (the possibility of the simultaneous influence of various factors on the
cane reglon of the ionosphere). For example [1], for vertical propagation
with slight variations in electron concentration, N , in a nondeflecting
reg?on and with the rate of its change, 3N/3t , depending on the altitude,
h, the relationship between Af and the sounding frequency, f0 , 18 in-
versely proportionsl:

r g Mo
Af-'»———-—j——dh,
nme fo at

[]

(1)

where h. 1s the echo altitude, e and m are the charge and mass of an
electron'and ¢ 1is the speed of light in a vacuum.

= A-d 1if variations in the frequency are caused by slight variations in the

- echo altitude, hO » with maintenance of the shape of the layer, then Af
1s directly proportional to the frequency, fo :
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With a combination of dependences of both types the relationship between
Af and fo can be more complicated. '
Another example. It is known [2] that in the ionosphere there are large-
scale ionized inhomogeneities (with linear dimensions of dozens and hundreds
of kilometers) as well as small-scale fonized clouds (a few kilometers in

- size and smaller). These inhomogeneities are in a dual type of motion.
One is the chaotic motion of the scattering center with a component Vv
along the line of sight--the direction of the radius vector--and the second
is the regular drift of the chaotic deflector of scattering centers in .
the horizontal direction with a velocity of V . It 1s difficult to dis-
tinguish the influence of drift from chaotic motion, since the chaotic velo-
cities, v , are close in order of magnitude to the values of the velocity
component, V , along the line of sight, and both velocities are on the
order of dozens of meters per second, corresponding to Doppler frequencies
of 0.5 to 10 Hz [2,3].

These examples demonstrate that for the purpose of identifying Doppler
frequency shifts it is necessary to enlist other methods, and that it is
possible to interpret the data of the Doppler method only by having addi-
ticnal information on the reason for the frequency shift.

4 In this communication an analysis is made of the possibility of separating
the component of the Doppler frequency caused by regular motion (V) from

- the component caused by random motion (v), without involving other possible
causes for the Doppler shift.

- Let the sounding signal represent a train of square pulses with coherent
occupation. Then after the reflection of each pulse from the ionosphere
the initial phases of high~frequency occupation will have random values
caused both by the chaotic and regular movement of inhomogeneities, i.e.,
the mid-range frequency of the signal spectrum, fO » will be shifted by
a certain Doppler frequency equal to

: 20, ) 2V
) Afemt 'fo + fo
B ¢

sin 6 cos ¥,

3

vhere ©® and ¢ are the spherical coordinates of the radius vector.
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The channel's transmission coefficient, u(jw,t) , can be represented in the
form

plo, )=z, t)+jy(0, t)=p(o, t)awlsn

(%)

where x = ypcos ¢ and y =~ usin ¢ are the orthogonal components of
the channel's transfer function, whereby u = vx% + yE » ¢ = arctan (y/x)

(x = x(v,t) , y=y(w,t) and ¢ = ¢(uw,t) ).

If it is assumed that orthogonal components x and y are distributed
normally, then the phase, ¢ , is generally diatributed according to the
so-called four-parameter law [4]; in particular, with o= my = 0 and

- 6. 2=2g2=g2"
X y
o)
Q. o
(5)
- 2 o 2 = 42
and with m #£0, my 0 and 9, Gy o<,
- ) i ' m.cos @ my
w(w) PR e—m:!/ul_‘_ — F [ —cos ] c-(m‘l/lo‘) sinl ?,
- 2n of2x a
- : (6)

where mes Mo, O and o_ are the mathematical expectations and
staridard“deviafions™of the o¥thogonal components x and y , respectively,
and F[a] 1s the Laplace functiom.

In [3] are indicated a number of shortcomings of this model of the channel's
transfer function, and there also 1s given a phase distribution of the type
(with ™ = my =0)

o))

where 'E, 1is the excess of the probability density function for this pro-
cess as compared with the Rayleigh probability density function, T(a) 1is
a gamma function and 2Fl is a hypergeometric function.
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Distributions (5) and (6) in 70 to 95 percent of cases agree well with the
experimental data in [2,4,5]. In 95 percent of cases a phase distribution
law of type (7) agreea with the experimental data [3], Furthermore, it
has been established [4,5] that for several minutes (for an interval of
local stationarity of TBt ) the parameters of the distribution of ortho-
gonal components x and y (and consequently of processes yu and ¢ )
are constant, i.e., the processes themselves are stationary, at least in
the broad sense.

The conclusion regarding the local stationarity of processes, e.g., in [5],
was made on the basis of the data of coherent processing of signals in
vertical sounding. But 1in vertical sounding (6 ~v 0) the influence on the
phase of the reflected signal of regular horizontal drift of the reflecting

_ region is excluded. Generally, when this influence 1s not excluded, the
instantaneous phase of the received signal brought about, as was indicated

- above, by chaotic and regular motion, can be represented in the form of the
sum of the regular, ¢r » and random, ¢ , components:

Pr=@ptq,
(8)

whereby ¢_  1is a determined magnitude unambiguously determined by velocity
V ; for ¢ are valid, obviously, distributions (5), (6) and (7) and the
conclusion regarding the local stationarity of processes. For the total
phase, ¢£ » will be valid the four-parameter distribution, whereby m ,

m , o and o_ are quantities constantly varying over time, i.e., e

o eral¥ process” is nonstationary (equal to the sum of the determined func-
tion and the stacionary random process).

This distribution of the overall process makes it possible to conclude that
it 1s possible to separate componments V and v with their simultaneous
effect on Af (the oblique sounding case). »

In coherent processing of the reflected signal (as the reference is em~

- ployed an oscillation coherent with high-frequency occupation of sounding

. pulses) at the output of the phase detector (FD) is gotten a train of video

- pulses whose amplitudes are proportional to cos ¢, (fig la), 1.e., the
amplitudes of the pulses are random and are caused by the total effect of
chaotic and regular motion of inhomogeneities of the ionosphere. Obviously,
the mean values (mathematical expectations) of the components of cos ¢
and, accordingly, of the amplitudes of pulses at the output of the FD

_ caused by the chaotic motion of inhomogeneities will be constant, and the
mean values of cos ¢r and of the amplitudes of pulses caused by the
regular motion of inhomogeneities will equal these same quantities (varying
in accordance with V ).

In fact, having computed the mathematical expectations of cos ¢ as the
mathematical expectations of functions of random values according to the
equation
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+n
m.-j’ cos gw () dp, .

1€)]
for phase distributions (5), (6) and (7) we get [6] for (5)
my==0;
(10)
for (6) with mx/o << 1
1 i omy
Mymz — }f ——-——}
2 2 o0
(1D
with mx/c ~v1 oor mx/o > 1
I 2 1
m,__i_V_’_‘.E ]n( '-”-’-) +]1( m_,) ] e-mei/iot)
27 2 ¢ 4o? 4o?
(12)

where I (a) 4s a modified Bessel function of the first kind and of the
v—-th ordgr; for (7)

mg-O.

(13)

It follows from equations (10), (11), (12) and (13) that in all cases the
mean values (including for (7), too) are either identically equal to zero
or depend only on parameters m_ and o , which, as indicated above, are
constant over the range of locaf stationarity.

Thus, it is possible to present the following algorithm for processing

the reflected signal for the purpose of separating the random component of
the Doppler frequency from the regular (fig 2). The signal reflected from
the ionosphere is subjected to coherent pro-:essing; the oscillation pro-
duced 1s fed to a unit (m,) for calculating the mathematical expectation
from a great number of realizations; from the mathematical expectation for
the overall process (fig 1b) is filtered the constant component (the pro-
duct of chaotic motion of the reflecting region). The remaining oscilla-
tion represents a train of video pulses whose envelope equals the Doppler
frequency, caused by regular motion of the reflecting region (fig 1lc).
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Figure 1. a--Signal at the Output of the Phase Detector; b--Signal
at the Output of the Mathematical Expectation Calculator;
c--"Pure" Doppler Frequency Signal

Key:
1. uvykh [output]
o dowuc/m;ﬂ " 3) |,
u ¢4 = Mamemam, w{Punsmp ___'ﬁ
i oxcudavug 4)
2)
) 1 4
Figure 2. Functional Diagram of Signal Processing
Key:
1. Phase detector 3. TFilter
2. Mathematical expectation 4, u Xh
calculator vy
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In dimplementing the proposed algoxithm an additional problem is the simul-~

taneous obtainment of a great number of realizations of the random process
(of the reflected signal); this problen is totally solvable.

This procedure for excluding the random component of the Doppler frequency
of the ionosphere can be useful also in processing beyond-the-horizon
shortwave radar signals (the VNZ case), when the regular component of the

Doppler frequency is caused by motion of the target.
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ELECTRON TUBES; ELECTROVACUUM TECHNOLOGY

UDC 537.533.3:621.3.032,26
FORMATION OF BROAD HOMOGENEOUS ELECTRON STREAMS

Moscow RADIOTEKHNIKA I ELEKTRONIKA in Russian No 2, 1980 pp 372-380 manu-
script received 6 Feb 78

[Article by L.P. Shanturin and V.I, Fedorov]

[Text] A description 1is given of an electrooptical system with a periodic
structure of filamentary thermionic cathodes for the purpose of forming
broad homogeneous streams of electrons with an energy of 100 to 500 keV

to be extracted into gaseous media with elevated pressure.

Good agreement is cbtained between calculated and experimental results,
which can be used in creating electrooptical systems with assigned beam
parameters.

The problem of forming broad homogeneous electron streams arose in connec-—
tion with the development of guns which release these streams into gaseous
media with pressure on the order of atmospheric through foil windows up to
103 cm? 1n area which let electrons through.

In [1] is described an electrooptical system for forming a broad electron
stream with a periodic structure of filamentary thermionic cathodes placed
in the field of a diode interelectrode gap. Each cell of the periodic
structure creates on a plane anode a line focus coupled with the line foci
of the neighboring cells.

Work relating to the investigation of electrooptical systems with a line
focus was done earlier [2,3], e.g., in connection with the creation of
x-ray tubes. In this paper a study is made of the features of the periodic
electrooptical system described in [1] for forming a broad homogeneous
stream, and the results of calculation on a digital computer are given, as
well as the results of experimental research reduced to tables, making it
possible for each specific case to select the geometrical relationships of
the electrooptical system.

The main specifications for electrooptical systems for forming homogeneous
broad streams are associated with the aspiration of increasing the mean
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current density of electrons passing through the foil windows. It has

been established that the degree of homogeneity of the electron stream
necessary for an effective discharge is reached with deviations in the
density of the electron current on the surface of the foil window (plane’
anode) not greater than 10 percent; the angles of incidence of the elec—-
tron trajectories to the plane of the anode must not differ from the normal
iine by an amount greater than approximately 15°, and the current efficiency
factor (k ~~the ratio of the current striking the foil window to the
current pggsgng through it) must not be less than 30 percent. The energy

of electrons is on the order of hundreds of kiloelectronvolts.

A diagram of a periodic electrooptical system is given in fig 1.

Figure 1. Electrooptical System with a Periodic Structure of Fila-
mentary Cathodes: r, —-radius of filamentary cathode;
d, --distance between cathodes and focusing electrode
ufider the same potential, ¢ 0; d2 --distance between
cathode and anode with potengial of ¢ =1 ; d -
distance between electrodes creating aaplane eleltric
field; a --spacing of periodic structure; a —-initial
angle of emission of electrons from surface of cathode,
read from the plane of symmetry; + --angle of incidence
of electron onto plane of anode; x_--half value of width
of 1ine focus a

Cenerally the focusing electrode has a curvilinear surface with deforma-
tions whose period agrees with the spacing of the cathode filaments. Let
us consider an electrooptical system infinitely extended along the direc~-
tlon of coordinate axes X and Z , which makes it possible to limit our-
selves to solving a two-dimensional problem. In designs used in practice,

- at the edges are installed special electrodes which compensate edge effects.

The formation and acceleration of electrons takes place in the electric

field of the gap, in which the potential of the focusing electrode equals

the potential of the cathode filaments, ¢f = ¢, =0 ; at the anode the
e k

potential 1is ¢a =1.
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In a system with postdeflection acceleration the anode is designed in the
form of a grid and is the first anod: of the acceleration gap.

The problem reduces to finding the geometrical relationships and form of
the focusing electrode making poasible an assigned breadth and homogeneity
of the stream.

We will arrive at a solution by the method of analysis employing a digital
computer, with the subsequent optimization of the results obtained. The
problem has a peculiarity associated with the presence of parts of different
scales (the diameter of the cathode is considerably smaller than the inter-
electrode gaps) and the relatively extended sections in which it is neces-
sary to assign boundary conditions.

Therefore, we will first separate, by means of an approximate analytical
calculation, the region of variation of interesting parameters and we will
establish the key relationships of geometrical dimemsions.

For the purpose of finding the distribution of potential in the system of
electrodes illustrated in fig 1, let us employ the familiar analytical ex-

- pression obtained by the method of conformal transformation as applied to
the theory of a plane triode [4], '

1
—d,1n (sin’£+,sh-n—y)+
2 a a

d,
+y (ln sin 22 _1n sin’ﬂ-) —d,In sin’-"'—",
a a a

olz, y)=

1)

d d N
dyInsh "—a’ +d, Insin fa—‘ —(d,+d»)In sin %

@

which is valid with T, << dl and Ty << d2 .

Analysis of equation (1) makes it possible to conclude that when the spacing
of the cathode structure (a) is increased, beginning with a certain value
the neighboring elements have a slight influence on the distribution of
potential. For example, with a/d > 0.2n the maximum change in potential
associated with the influence of ngighboring elements is not greater than
hundredths of a percent. Therefore, we will make an approximate analysis

of only one element of the periodic'structure.

In addition, from the diagram of the field plotted sccording to (1), fig 2,
it can be seen that a cathode grid with a spacing of a/d = 0.077 intro-
duces insignificant perturbations into the field of the ifiterelectrode gap
(perturbations of the field take place in small regions near the cathode
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in the form of equipotential cylindrical surfaces with a potential of ¢
and surrounding the cathode filament), whereby potential ¢  1is equal

to the natural potential of the plane field determined by tge position of
the cathode structure relative to the external electrodes. Therefore, in
an approximate trajectory analysis we assume equipotential surfaces with

¢, to be the surfaces of an emitter of electrons having initial velocities
o vy = 12n¢0 . -

gr 405 0 085 @ G

Figure 2. Distribution of Potential for a Periodic Cathode Structure
in the Field of a Plane-Parallel Capacitor: a--spacing of
cathode structure: 1--a = 0.0327, 2--a = 0.32m, 3--a = 7,
4=~a = 3,27, 5--a = 327

Then for the case illustrated in fig 1, with a plane focusing electrode the
equations of motion are written in the following simple form:

?=ﬂEw

a'z

i
(2)

where E_ 1s the field of the plane interelectrode gap. The trajectory
equationg have the form

y= —;—- d, O L (ctg*at1)+zctga,

Po

(3)
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- where o 18 the angle of emission of electrons from the cathode. Elec~
trons emitted along the normal line to the cylindrical surface of the ca-
thode with an initial velocity of v 2n¢, describe parabolic trajec-
tories, and the field deflects the e?ectrons in the direction toward the

plane of symmetry, x = 0 .

The distribution of the density of the electron current in the anode is
determined by the equation

i
Ja L. dz. )
(4)

where di 1s the elementary current and £ _dx_ 1is an element of the -
anode's area. In disregarding the space chgrgg and with an infinitely
great number of trajectories leaving a uniformly heated cathode over iden-
tical angular intervals, each of them carries an identical elementary
current of di . 1In this case the distribution of current demsity in the
anode can be brought into agreement with the distribution of trajectories.
We get the distribution of trajectories from (3), assuming that ¢fe =0,
Qa = 1 and da =1.

The results of calculation of the distribution of current density in the
anode plane as a function of the change in the angle of emission (a) of
an electron from the cylindrical surface of a cathode in the range of

0 <a <m and as a function of the position of the cathode (dz) are pre-

sented in fig 3.

The characteristic nonlinearity in the distribution of the electron current
at the boundary of the beam formed is caused by the focusing effect of the
transitional region of the field from accelerating to retarding in relation
to electrons emitted from the cathode over the range of initial angles (a):

~—n<a< 3
1 n 4‘n.

- P’

Electrons radially diverging from the cylindrical surface of the cathode
can have angles of incidence (y) onto the surface of the cathode which
differ from zero. Thelr value depends on the angle of emission (a) of the
- electron from the surface of the cathode and on the position of the ca-
thode <d2) in the field of the interelectrode gap. -

In the plane of the anode the angle of incidence (y) is determined by the

ratio of the transverse and longitudinal components of the electron's velo-
city. The expression for y we get in the form
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—_———

- arct V (1"‘dz)3ina
1 € (1—d:)cos a+d,

(5)

d,=099

IR

Figure 3. Dependence of the Size of the Line Focus and Distribution
of Current Density in the Anode on Position of the Cathode
in the Interelectrode Gap; vy  ~--Current Density in the
Anode Plotted in Relative Unifs

We are interested in electrons with trajectories close to normal to the
anode's plane (y = 0). From (5) it follows that vy = 0° with a = 0°

and a = m . The trajectory of an electron with an initial angle of emis-
sion of o = m/2 has the widest angle of incidence. On the other hand,

Y tends toward 0° with d, tending toward one (the case when the axis of
the cathode is in line wl%h the plane of the focusing electrode). Here
the divergence of the electron stream tends toward zero.

The range of possible values of d, 1s determined from the condition

0 < y £15° for an electron trajectory with the initial angle of emission
(o = m/2). Substituting these conditions in (5) gives
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1>4,0,933. )

The value of the divergence (x_/x,) of the electron stream accordingly
varies from 1 to approximatelyalogo, whereby the maximum width of the
line focus in the plane of the anode equals part of the distance between
the cathode and anode:

22,4 10 <0,632d,. (7

It follows from the approximate trajectory analysis that the range of
possible variations of dimension d, 1s determined by the permissible
angle of inclination of electron trajectories, y . In addition, the dis-
tribution of the current density of the beam in the anode is nonuniform and
has two sections--a uniform (the amplitude deviation of the current density
is not greater than 10 percent) and nonuniform. The nonuniform section is
formed by electrons which leave the cathode with initial angles of emission
close to 2m/3. A homogeneous stream can be achieved by collimating the
inhomogeneous sections. Experience gained by the authors in using guns with
a periodic EOS [electrooptical structure] has demonstrated that condition
k > 30 percent 1is fulfilled if the collimated current equals not more
tHE5 30 percent of the total beam current. For the purpose of solving the
problen of forming a homogeneous stream with minimal losses in collimation
it ie necessary .o optimize the EOS. The problem of optimizing the EOS

in terms of uniformity of the distribution of current density in the anode
was solved by us numerically by the method of finite differences on the
basis of the compiling system for the BESM-6 computer (the KSI BESM) [5].

The electrooptical system consists of a periodic structure of filamentary
cathodes, a plane anode and a focusing electrode symmetrically deformed

in relation to planes passing through the axes of the cathodes perpendicu-
lar to the plane of the anode. This system of electrodes represents a
system of cylindrical lenses with planes of symmetry passing through the
axis of the cathode.

The calculation of many variants made it possible to reveal the key rules
for the formation of a stream from a cylindrical cathode when changing the
form of the focusing electrode. On the cathode there are two considerably
different regions: the region of the cathode facing the anode, a2lectrons
from which are formed only in the accelerating field, and the regi<n of the
cathode facing the focusing electrode, electrons from which are first ac-
celerated and, passing through the potential maximum corresponding to po-
tential ¢, (fig 2), fall into the retarding field. Starting at the in-
stant when the longitudinal component of the velocity of the electrons

(vy) becomes equal to zero, electrons are accelerated toward the anode,
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A change in parameters of the retarding field exerts a comsiderable influ-
ence on the formation of electrons from the region of the cathode facing
the focusing electrode, practically not disturbing the flow of electrons
from the regilon of the cathode facing the anode. This fact makes it

g possible independently to control the electrons emitted from various re-
glons of the cathode.

Calculation of a great number of variants of an electrooptical system with
differant configurations of focusing electrodes demonstrated that from a
¢ylindrical cathode in the field between a plane anode and a focusing 2lec~
trode cannot be formed a stream with a uniform distribution of current den-
sity in the anode. At the boundaries of the stream formed there always
exist gections with increased current density. The major portion of the

- current of these sections is made up of electrons emitted from the portion
of the cathode facing the focusing electrode. However, it was possible to
find a solution (fig 4 on the condition that x_ = x_ ) whereby part of
the electrons forming the current density maximit at the boundaries of the
atream are distributed over the entire breadth of the line focus. In fig

4 1s presented the path of the :rajectories of electrons emitted from
characteristic sections of the cathode, as well as current density diagrams
{for the purpose of clarity the scale has not been observed). This solu-
tion is obviously optimal for the EOS selected (the size of the uniform
section is maximal) and 1s implemented by means of a focusing electrode of
simple form. In plotting current density diagrams it has been assumed

that the electrons leave the cathode over identical angular intervals and
that the emission is uniform over the entire surface of the cathode. For

A preletermined breadth of the line focus au optimal solution can be ar-

- rived at with different relationships between the geometrical dimensions
of the EOS, whereby the degree of homogeneity of the stream is also dif-

- ferent. The necessity of optimizing the geometrical relationships of the

: EOS 1s obvious. The geometry of the EOS has been optimized over the stream
divergence range of 102 to 103 for varying paraueters d, , d h and c¢ .
Aith fixed values of d and d the breadtn of the lines§8cus (x 5

fig #) 1s a function of” ¢ . We“arrive at an optimal solution for each!

by selecting dimension b so that condition x_ = x is fulfilled.
The minimum value of d, 1s determined by the assiéned fd1ue of the
tyeadth of the line foclis (2x_), equal in our case to the spacing (a) of
Lo periodic electrooptical system. Taking (7) into account, we have

y 2

dz IIIB=3|.'17 a.
= ’ (8)

The periocd of the cathode structur~ limits dimension d ch ? since it
cannot exceed the value of the spacing (a) of the perioggc electrooptical

syatem:
B dmnm<0|7xnumc- .
. 9
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—

a) b) c)

Figure 4. Form of Electron Trajectories and Current Density Distri-
bution Curves for an Optimal Electrooptical System as a
Function of the Initial Angle of Emission of an Electron
from the Surface of the Cathode: a--0 < o < m/2; b--
m/2 < o < 3n/4; c~=3n/b <o < 7w

Key:

Lo dgpha/?

Taking (8) and (9) into account, the ratio dsh h/d2 (determining the de-
gree of homogeneity of the stream and the amoung of "the error in the re-

lative setting of electrodes) is limited by the condition d /d. <
< 0.22 shch’ 7 —

The results of the calculation of EOS variants for selected ranges of geo--
metrical relationships with d,/r, = 2.5:103 are summarized in table 1,
where k_ = A/2x_ is the degrfe of homogeneity of the stream at the anode
(in keepfng with the symbols “n fig 5 A is the length of the section with
uniform current density distribution); k, is the degree of current colli-
mation (the ratio of the portion of curreiit contained in inhomogeneous
sections to the total current of the beam); and & 4s the maximum per-
missible deviation of the cathode (calculated from the condition that the
change in stream parameters thereby 1s not greater than 10 percent). Cal-
culations were performed by taking into account the relativistic effect
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of the change in the mass of an electron in the energy range up to 500 keV
and without taking it into account.

Table 1.
B l) . 2xg/dy
din/ds cldpy bidy, y: K, Ky 8/dpy
* 250 xB 500 xB
0,128 0,347 0,43 0,42 0:41 0,89 0,21 { 0,020
0,185 0,278 0,35 0,34 0,33 0,83 10,26 0,016
02 0,238 0,232 0,27 0,26 0,25 0,77 0,34 0,012
0,293 0,140 0,19 0,19 0,18 0,72 0,40 | 0,009
0,349 0,074 0,11 0,11 0,11 0,66 0,47 | 0,006-
0,086 0,399 0,38 0,38 0,37 0,83 0,25 0,014
0,123 0,345 0,35 0,34 0,33 0,79 0,281 0,012
- 0,15 0,194 0,255 0,27 0,26 0,26 0,74 0,35 | 0,009
0,261 0,197 0,19 0,i9 0,18 0,68 0,45 0,006
0,336 0,181 | 0,11 | o:1r | 0.1 | 0,62 |0,57| 0,003
0,092 0,355 0,31 0,30 0,29 0,77 0,32 | 0,008
- 0,10 0,1€5 0,272 0,23 0,23 0,22 0,71 0,38 0,006
0,256 0,195 0,15 0,15 0,14 0,58 0,49 | 0,004
- 0,296 0,161 0,11 0,11 0,1i 0,49 0,58 | 0,003
0,072 0,378 0,26 0,26 0,25 0,73 0,35 | 0,006
0,07 0,149 0,271 0,19 0,19 0,18 0,64 0,43 ] 0,004
0,199 0,222 0,15 0,15 0,14 0,58 0,48 | 0,003
0,263 0,166 0,11 0,11 0,11 0,52 0,59 | 0,002

3) * Bea yqera pC/ATHBH3MA,

Key:
1. d o /d2 3. Without taking relativism into
2. lgh EV account

An analysis of the results presented in table 1 demonstrated the possibili-
ty of the formation of an electron stream from a filamentary cathode with
a uniform distribution of current density in a section equaling 52 to 89
percent of the breadth of the line focus, whereby the size of the homogene-
ous section increases with an increase in the divergence of the stream and
dimension d .

: shch
The range of d” "ensions of the line focus for the optimal case has an upper
limit determinea by the transverse velocity (y = 15°) and has a value of

270 v 0,43d,.

The range of permissible deviations (8) for the relative setting of elec-
trodes is expanded by increasing the divergence of the stream and dimension

dthh - The relativistic effect is but slightly pronounced. The cirtange in
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beam parameters is not greater than five percent in the indicated range of
accelerating voltages.

For the purpose of testing the admissibility of the assumptions made in
calculation, experimental studies were made of the calculated electroopti-
cal system, employing an electron beam analyzer making possible relative
positioning of the electrodes of the electrooptical system and changing of
the form of the focusing electrode. The analyzer d¢s furnished with a

power supply with a regulated voltage from 10 to 150 kV. The measuring unit
is in the form of a specially developed collector of the Faraday cylinder
type with a resolution of approximately one percent. A unit with mechanical
scanning and remote control makes it possible to move the collector in the
specified direction. The signal arriving from the collector is recorded

by a high-speed recorder.

Experimental diagrams of the current density distribution (fig 5) for bound-
ary values of the range (a——c/ds ch = 0.128 and b——c/ds ch = 0-349 ) with
dshch/d = 0.2 were arrived at ¥or the following abaoluté values: a VA-1
tungsten wire cathode with a dimension of r. = 0.1 mm ; size of the accele-
ration gap equaling d, = 260 mm ; an acceleration voltage of 150 kV; and

a characteristic dimension of the collector's aperture of 1.5 mm.

a)
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Figure 5. Current Density Distribution Diagram for dshch/dZ 0.2
with Differing Beam Divergence: Solid~Line curyes-~
Experimental; Dotted-Line-~Results of Numerical Calculation

The calculated EO0S's were studied experimentally for dahch/dz = 0,2 and

the results of these studies are given in table 2.

Table 2.
dyg/de ¢ ldy by 2x,/d Ky Ky 8/dpy
0,128 0,347 0,42 0,84 0,29 0,020
0,185 0,278 0,34 0,79 0,34 0,017
0,2 0,238 0,232 0,27 0,74 0,41 0,012
0,293 0,140 0,19 0,66 0,50 0,009
0,349 0,074 0,11 0,60 0,55 0,006

The difference from the calculation results consists in a slight (less than
five percent) reduction in the line focus and in the appearance of an addi-
tional current density maximum resulting from violation of the optimality
condition (x_ > x_ ). This somewhat reduces the degree of homogeneity of
the stream. “the n2essary distribution (k < 0.3) is achieved with maximum
divergence of the stream. A smaller degreé of current collimation can be
arrived at for streams with greater divergence, in an EOS with an increased
ratio of d /d, , as well as by adjusting the geometry of the focusing
electrode by gselecting dimension b consistent with condition xal = xaz .
The authors thank A.I. Pokras for his assistance in making numerical cal-
culations.
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OSCILLATORS, MODULATORS, GENERATORS

UDC 621.373.12
RADIO BAND SELF~EXCITED OSCILLATOR WITH STOCHASTIC BEHAVIOR

Moscow RADIOTEKHNIKA I ELEKTRONIKA in Russian No 2, 1980 pp 336-343 manu-
script received 19 Mar 79

[Article by S.V. Kiyashko, A.S. Pikovskiy and M.I. Rabinovich]

[Text] A radio engineering self-excited oscillator is discussed which is
distinguished from an ordinary sine-wave oscillator with a filter circuit
in the grid circuit by a tunnel diode added in series with the filter cir-
cuit's Inductance. A qualitative and numerical analysis is made of the
dynamics equations describing the circuit. The structure of the attracting
region in the phase space (the attractor) is investigated by reduction to a
unidimensional point transformation the attracting nature of which makes
possible stochastic behavior of the oscillations produced. Experimentally
observed realizations and spectra of the noise signal are presented.

Introduction

In quite recent times in radio engineering have appeared subjects of invest-~
igation which are attractive both from the theoretical and practical points
of view--self-excited noise generators per se [1,2] in which the statistics
of the output signal are determined not by the intensification of fluctua-
tions, but by the intrinsic complex dynamics of a system not containing
noise sources. A self-excited oscillator of this sort, even one put to-
gether from a very simple circuit [2,4], separates out in the load, unlike
preriodic-wave generators (sine-wave generators or relaxation oscillators
[3]), a signal possessing all the traits of a random one (continuous spec-
trum, a decline in autocorrelation, etc.). The appearance of simple noise
generators-—stochastic self-excited oscillators--is associated with recent
successes 1n the theory of nonlinear oscillations of systems with a number
of degrees of freedom greater than two.

The fact 1s that some time ago only one mathematical representation of
self-oscillations was known--the asymptotic cycle responsible just for the
generation of periodic signals. Any more complicated structures in the
phase space of self-oscillating systems appeared to be unstable and, con-
sequently, physically unrealizable. However, at the end of the 60's '
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mathematicians discovered that in addition to simple stable structures
(attractors) complicated ones can also exist which are responsible for the
stochastic behavior of the dynamic system--the generation of a random sig-
nal [5,6]. Thus appeared a mathematical representation of stochastic auto-
oscillationg--the "strange attractor” [7].* The words "stochastic behavior
of the dynamic system" must be understood in the sense that although the
precise assignment of the starting point in the phase space completely de-
termines the subsequent trajectory, this trajectory can be very complicated
and practically indistinguishable from a random process [8,9,10]. TFor the
purpose of visualization it is possible to refer to the analogy with random
number generators used in computers: Although the operations performed by
the computer are determinate, the sequence of numbers produced does not
differ from random.

After the discovery of strange or stochastic attractors, practically immedi-
ately attempts were made to describe by means of them the origin of hydro-
dynamic turbulence [7,11]. Now there have been notable successes along
this line, associated chiefly with the investigation of the so-called
Lorenz system [12]--a maximum~simple model of freely convective turbulence.
Detailed numerical calculations and qualitative considerations supported
by the theory of bifurcations made it possible to conclude with sufficient
confidence that in the Lorenz system over a broad range of variation of
parameters there are no other attractors except the stochastic [13,14].
Now are known a few more fairly simple systems in the numerical investiga-
tion of which stochastic behavior has been cbserved. These systems de-
scribe the kinetics of chemical reactions [15], the work of a dynamo [16]
and the nonlinear interaction of waves [10,17].

Historically it happened that in the development of ideas regarding strange
attractors and stochastic auto-oscillations the classical area of applica-
tion of the theory of dynamic systems--radio engineering-~turned out to
have been bypassed. The idea of designing radio engineering noise genera-
tors based on a stochastic attractor was expressed for the first time only
four years ago [14], although the greater number of known systems with
stochastic attractors (e.g., the Lorenz system) have proven to be simple
enough to be able to model them on an analog computer and thus produce an
actual noise generator. Let us mention also the experiments in which

noise was observed in distributed radio band systems--LC lines [19]. It

is possible that the noise observed owes its origin to a stochastic attrac-
tor.

In this paper the results are given of a theoretical, numerical and experi-
mental investigation of one of the simplest self-excited noise generators--
a relaxacion oscillator similar to that in [4].

*We will still use the term "stochastic attractor” suggested by Sinay [8].
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1. Operation of Circuit and Experiment

Let us consider an oscillator assembled according to the circuit in fig la.
It is distinguished from a classical self-excited sine-wave oscillator with
a filter circuit in the grid circuit only by a tunnel diode connected in
gseries with the inductance. The operation of this circuit is described by
the following equations:

CU=-I,
LCl=(MS—rC)I+C(U-V),
C‘VEI""'ITI(V).

(1

Here C is the capacitance of the tunnel diode, S 1s the transconduct-
ance of the tube and M 1s the mutual inductance factor. In discussing
the circuit's operation we will consider the tube's characteristic to be
linear. This is justified by the fact that in the mode of interest to us
the oscillations are limited by the nonlinear characteristic of the tunnel
diode, It (V) (fig 1b), at a level at which the nonlinearity of the tube
is not evidenced.

Figure 1. a--Circuit Diagram of Self-Excited Noilse Generator; b--
Volt-Ampere Characteristic of Tunnel Diode

Qualitatively the operation of the oscillator can be described in the
following manner. While the current, I , and voltage, U , are low, the
tunnel diode does not exert a substantial influence on oscillations in the
circuit and these increase on account of the energy introduced by the tube.
Here current I flows through the tunnel diode and the voltage in it is
determined by branch o of characteristic I_. (V) . But when current I
reaches a value of I_ , almost instantaneous switching of the tunnel diode
takes place (the speeg of this switching is associated with the triviality
of capacitance C, )--voltage V_ 1s established abruptly. Then the
current through t%e tunnel diode 18 reduced and it is switched back--from
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section B to o . As a result of the two switching events, the tunnel
diode almost completely "kills" the energy entering the circuit and the
oscillations begin to grow again.

Thus, the signal generated, U(t) , is in the form of a sequence of trains
of increasing oscillations, and the end of each train is accompanied by a
voltage pulse, V(t) . PFrom this description it is not clear, of course,
whether the steady-state mode 1s perlodic or stochastic. It is possible to
investigate this by a close mathematical examination of equations (1),
which, however, we will set aside until the next section, and now we will
give the results of the experiment.

The circuit in fig 1 was implemented with half of a 6N1P triode (Ea =
=250V, r, =30 Q). The filter circuit consisted of a capacitance of

C = 1.5 yF and an inductance of L = 5.7 MH . To this filter circuit were
connected four 3I306G tunnel diodes connected in parallel (I_ ~ 7..5 mA ,

V ~1.08V and C, ~ 30 pF ). The dimensionless parameters of the circuit
%, equations (2) %elow) in this case equal g~ 2.4 and e ~ 4.8-10 5,
The increment of the increase in oscillations in the circuit, i.e., magni-
tude h , it was convenient to vary by varying resistance r . The minimum
achievable losses in the filter, determined by the elements of the circuit
themselves, equaled T, ~ 8.2 Q.

With R=7r1r -1, ~ 14.5 Q , in the circuit were excited purely periodic
oscillations wh?ch were limited by the tube's nonlinearity to such a low
level that the diodes were not switched (I < I ). With R~ 13.5 @ the
amplitude of the oscillations reached the threBhold value and signal U(t)
was in the form of long packets of oscillations occasionally interrupted

by switching of the diodes. And only with R < 11 @ was the nonlinearity
of the triode not felt--a signal was generated in the form of trains within
each of which the oscillations grew exponentially, and the transition from
one train to another was accompanied by a voltage pulse in the turnel diode,
V(t) . With no single value of R < 11 2 was it possible to detect a
periodic mode--a random signal was generated with a continuous spectrum.
From the spectra and oscillograms presented in fig 2 it is obvious that
with a reduction in R the increment in oscillations, h , increases and
the mean duration of the train is reduced--here in the spectrum the peaks
at the train repeftition frequencies are leveled off. The greater part of
the energy is contained in the main maximum corresponding to the frequency
of the circuit's oscillations.

2. Analysis of Mathematical Model
In investigating equations (1)} let us/go to the dimensionlgss variables
)

x=1/I_ ,==V/V_,ys= ucl 2/(Ile and t = t(1C)"12 |, As a result
we get
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Z=2hr+y—gz,
y=—z,
ei=z—f(z).
(2)

Here h = 0.5(MS - rC)(LC)-l/Z is the increment in the ipcrease #n oscilla-
tions in the circuit in the absence of a diode; g =V cl/2/(1 L1/2) 4g a
parameter determining the degree of the influence of th« tunnel diode on
processes in the circuit; & = gC./C 1s a minor parametcr proportional to
the capacitance of the tunnel dioée; and f(z) =1 d(v z)/1_ 1is the normal-
ized characteristic of the diode (cf. fig 1b). td-m o

’ :IL 2 1
0 ey 1) e Yo e 1 5 20 tid

Flgure 2. Oscillograms of the Output Signal, U(t) , (Right) and Its
Spectra on a Logaritinmic Scale (Left) with Different Figures
- of Merit fer the Circuit (In the Top Figure R is Minimal)

1. £, kHz
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System (2) has minor parameter e as the result of a derivative; there-
fore, all motion in the phase space (fig 3) can be divided into rapid--
switching of the diode (straight lines x = const and y = const )--and
slow--oscillations at which the voltage in the diode follows the current
(the respective trajectories lie on surfaces A and B (x = f(z) and
f'(z) = 0 ), corresponding to sections o and B of the diode's charac-
teristic [20].

//r—_'*_q

Nt — — L

Figure 3. Phase Space of System (2)

- The approximate form of the phase space of system (2) is presented in fig
3. The system has one unstable (with 2h > g/f'(0) ) state of equilibrium,
X =y =2m=0 . Trajectories lying on surface A uncoil around the un-
stable focus and ultimately reach the edge of surface A . Here takes
place a breakaway of the mapping point along the line of rapid motion
toward surface B . Passing along B , the mapping point breaks away
back to surface A and falls into the neighborhood of the state of equi-
librium--a new train of increasing oscillations begins.

Further analysis is simplified substantially if we go from a description,
continuous over time, of the trajectory to a discrete description. This

- means that we will note only those points on the trajectory in which vy
(1.e., the output voltage, U ) reaches a maximum--we will construct a map
of T - Y1 ¥ V4 = ¢(yi) --step by step becoming itself by means of half-
line I (x=2=0, y > 0). All trajectories beginning and ending at
L can be divided into two classes: 1) lying entirely on surface A --they
rotate around the state of equilibrium; and 2) those reaching surface B .
These two groups are separated by trajectory P , which approaches the
breakaway line at a tangent.

An analytical expression for the map of ¢(y) 1s possible only 1if £(z)
18 approximated byﬁnsgiéfewiae linear functior. Let us assume, for
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example, that f(z) = z/cx when z < «x , f(2) = (1 -« - z2)/ (1 - 2x)
when ¥k <z <1~k and £(z) = (z - 1+ «x) when 1 -k <z . Then the
equations for slow motion become linear:

x =2 +y+k, y=-x, (3)

where k =0 on A (now A and B are planes) and k =b = g/(1 - «)

on plane B, and v = h - 0.5kg . Joining solutions (3) in the standard
manner on planes A and B {3], it 18 not difficult to arrive at an ex-
pression for ¢(y) similarly to how this was done in [4,18]. Without
writing out cumbersome equations, we present only the division of region of
parameters b, v into different types of behavior of ¢(y) (fig 4).

Py 2
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- Figure 4. a--Division of Plane of Parameters b, v into Regions
of the Different Behavior of T ; b--Maps of T Arrived
at with a Piecewise Linear Approximation of £(z)
The maps in fig 4b have in addition to discontinuity p (corresponding to
trajectory P ) point of discontinuity q . The appearance of a discontinu-
Lcy at point g 1s associated with the fact that with this selection of
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f(z) (f(2) =0 with x =1 - x) the state of equilibrium lies precisely
below the breakaway line. If it is taken into account that f£(z) # 0
with z ¢ 0 , then the discontinuity will disappear, as indicated in fig
4b by the broken line. On all the maps in fig 4b there 1s a reglon of
attraction which all trajectories enter. Within this region there first
occur several iterations with y, < p (corresponding to this 18 an in-
crease in oscillations in the triin), and then an iteration with y, > p
returns the mapping point to the linear section (one train is replaced
by another).

With low v within the region of attraction is fulfilled the condition
]¢'| >1, 1i.2., the map 1s one of attraction--in successive iterations
the two near points diverge. The divergence of close trajectories is one
of the traits of stochastic behavior [8,10] and at once ensures the ab-
gence of stable limiting cycles. In this case the transformation has an
invariant ergodic measure in relation to which it is a mixing transforma-
tion (this follows from the results of [14]).

However, the conclusions arrived at when employing a plecewise linear
approximation of f(z) can prove to be incorrect, since with this descrip-
tion the behavior of trajectories close to P 1s incorrectly reflected.
Therefore, we plotted transiormation T numerically. The values of para-
neters were selected as follows: h = 0.074 , q = 2.8 and ¢ = 0.004 ;
characteristic f(z) was approximated by the function £(z) = z exp

exp (3.61 = 13.5z) + exp (6.5(z - 1)) - exp (-6.5) . Integration was per-
formed on a BESM-6 computer by the Runge-Kutta method with an interval of
2:10"“%. Function ¢(y) arrived at is presented in fig 5. Near P now
appeared a critical point at which ¢' = 0 , but it was not completely
possible to resolve the region of discontinuity. Obviously transformation
T 1s really continuous, but ¢' » exp ™) , 1.e., the assumption

that the piecewise linear approximation describes the real situation
sufficlently well has been confirmed. And nevertheless the existence within
the region of attraction of critical points worsens the stochastic behay-
lor of the system.

As follows from [21,22], transformations with critical points with almost
all values of parameters have a stable asymptotic cycle. However, firstly,
the stable cycle is surrounded by a stochastic non-attracting region [23];
secondly, the period of the cycle can be very great and over long inter-
vals of time the realization appears to be random; and, thirdly, the re-
glon or the space of parameters in which this cycle 1s stable is as a rule
very small. Therefore, in the numerical experiments in [24] transforma-
tions with critical points demonstrate stochastic behavior; however, here
possibly more appropriate would be the term "~omplex dynamics" [18]. And
although the stochastic behavior observed here is the consequence of low
noige (e.g., of rounding errors), the statistical properties of the signal
are determined, judging from the whole, not by the statistics of noise,
but by the characteristic dynamics of the system,
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Py

4

Figure 5. Transformation y -+ ¢(y) Plotted for System (2) Numeric-
ally with h = 0.074 , g = 2.8 and ¢ = 0.004 .

Attractor is Indicated by the Dot-Dash Line

Thus, system (2) demonstrates a behavior practically indistinguishable from
- stochastic, and the signal produced in the self-excited oscillator is ran-

dom.

In the self-excited noise generator described here is realized only one of
the possible mechanisms for the origin of a stochastic process in self-
oscillating systems. In radio engineering equipment other mechanisms can
also be realized--the decay mechanism associated with the time lag of non-
linearity, and others {10]. In connection with the investigation of self-
excited noise generators per se, of obvious interest are questions relating
to the effect on them of an external signal, to the interaction of several
- generators of this sort and many more. Studies along this line have still

just begun.

The authors wish to express their gratitude to A.V. Gaponov for his con-
tinued interest in this paper and to A.A. Andronov, Yu.B. Kobzarev and

S.M. Rytov for their helpful discussions.
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THE INFLUENCE OF THE THERMOPHYSICAL PROPERTIES OF A TARGET ON VAPORIZATION
WITH THE ACTION OF LASER RADIATTON

Gor'kiy IVUZ RADIOFIZIKA in Russian Vol 23 No 2, 1980 pp 177-182
manuscript received 5 Feb 79

[Article by V.I. Luchin, Institute of Applied Physics of the USSR
Academy of Sciences]

[Text] The influence 6f the thermophysical properties of
opaque substances on the vaporization process with the action
- of laser radiation at flux densities of q = 108 - 5.109 W/cm2

» is treated. It is determined that materials are broken down
according to the quantity and composition of erosion products
- and the structure of the plasma flare. A breakdown parameter

is the ratio of the ionization potential to the critical tem-
perature of the substance (I/kT;), Differences in the vapor=-
ization mechanisms of the materials of the glven groups are
discussed.

An analysis of the vaporization process of metals with the action of laser
radiation in a shielding mode, as a rule, is made without considering the
influence of the thermophysical parameters of the target material (for
example, in the self-consistent model of [11). As experiments have shown,
this approximation is not observed, at least in the range of radiation
flux density of q = 108 to 5 . 109 W/cm2 (the Q switched mode with a pulse
width of 74 = 30 nsec), A significant difference is observed in the nature
of the vaporization of materials with different thermophysical properties;

- in this case, it proves to be possible to split all of the absorbing con-
densed materials into two groups, The difference is manifest, in parti-
cular, in the number of wvaporization products, which is determined from the
depth of the crater in the target surface and the thickness of the film on
the substrate, which is located along the scatter path of the erosion pro-
ducts in a vacuum, The crater depth for a number of materials (difficultly
fusible metals for example), h = 0,04 ym, is approximately an order of mag-

. nitude smaller than for the other group (for example, h = 0,2 - 0.8 um for

- Cd, Sb, Pb and Bi). The thicknesses of the films condensed on the subg-
trates also differ by several times,
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Attention is drawn to the fact that in a large series of .investigated
mat~rials with different, but close thermophysical parameters, a sharp
division of the materials into the indicated groups is observed, This

mekes it possible to presuppose a difference in the vaporization mechan-
isms, which is of a threshold nature.

The large mass removal for a number of materials cannot be due to surface
vaporization with the action of the energy flux (reradiation, thermal flux)
from the plasma shielding the target from the laser radiation. The arrange-
ment of the materials studied in a series with respect to the surface
vaporization threshold, q, = KTi//;? (where Ty 1s the vaporization temp-
erature, < and a are the heat conductivity and temperature conductivity
coefficients and the arrival time for the energy flux from the plasma Tp ¥

= 14) 1s not in agreement with experimental data,

The best agreement with experiment is given by the breakdown of the mater-
ials into groups according to the specific heat of vaporization Q. The only
possible mechanism for the vaporization of metals, the threshold of which
would depend on this thermophysical parameter is vaporization with the act-
ion of the ultraviolet radiation of an erosion plasma. Only in the ultra-
violet range in the given mode is the condition o ! >> Varyp met (where a

is the absorption coefficient), for which the vaporization threshold is
qy = ﬂﬁurp.

hoe NP
08 4 x
x
04}
2
* .

‘ , — — W/en?
)] 0.2 04 08 4107, Br/en? W/CM

Figure 1. The crater depth at the surface of a bismuth (1)
and titanium (2) target as a function of the radia-

tion flux density (where the diameter of the irrad-
iated area is d = 300 um).

A number of facts contradict the mechanism of vaporization wita the action
of energy flux from the plasma.

1) The experimental division of materials into the indicated groups does
not depend on the laser radiation flux density q.

2) The depth of a crater at the surface of a target depends glightly on
q for all materials (the curves shown in Figure 1 for bismuth and titanium
are characteristic representatives of the groups). Tt is clear that the
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energy flux from the plasma should depend greatly on q, since the bulk of
the radiation energy in the shielding mode goes to heating the plasma.

3) The shielding influence decreases in the case of small dimensions of the
irradiated area (Figure 2), because of the non-one-dimensional scattering
of the plasma. We shall turn our attention to the similarity of the curves
for both groups of materials; the difference in the depth of the craters
does not depend on the diameter, This means that the characteristic dimen-
sion for the process which assures the large mass removal during evapora-
tion of materials of the second group 1s much less than the characteristic
shielding dimensions (= 100 ym).

A dependence of the laser flare structure on the properties of the target
material is likewise established in this paper, A complex structure with
an opaque nucleus at the surface of the target [2] 18 not observed for all
materials in the range considerdd here. The opaque region is absent in
shadow photographs of the flares of a series of materials, In this case,
the division of materials into two groups precisely corresponds to position
in the series arranged according to the depth of the craters.

hoME -,
L

Hm

0 50 100 150 d,me

Figure 2. The crater depth at the surface of a bismuth &)
and titanium (2) target as a function of the
light spot diameter (where the radiation flux density
is q = 109 w/cm2).

The flare structure and the crater depth were recorded in the same experi-
ment. The projection configuration with a phase corrector of [3] made it
possible to produce a uniform a uniform light spot on the target (nonuni-
. formity of no more than 20%), as well as change the diameter of the spot
. given a specified radiation flux density. The structure of an erosion flare
was studied by the shadow method with various delays relative to the irrad-
_ lating pulse., The second harmonic of the radiation comprising the plasma
was utilized for the photography; the exposure time (< 30 nsec) was determ’-
mined by the pulse width. The delay line was composed of a resonator with
coaxial spherical reflectors and provided for delay of the transilluminating
pulse of up to 120 nsec.
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A shock wave is observed in the shadow photographs (the experiment was per-
formed at atmospheric pressure), the front of which propagates with a velo-
city which is the same for all materials: v = 10° cm/sec. Under the condi-
tions of the experiment, a point explosion approximation [4] can be used

to estimate the shock wave parameters, where the position of the front is 5
determined by the energy liberated (E) during the explosion: Re = Eq(E/pg) e
-t2/3, where £q = 1 and pg 1is the density of the undisturbed medium. The
independence of the shock wave velocity from the target material means that
energy liberation in vapors as a result of shielding is the same for the
various matevials, This is a natural result, since in the shielding mode,
the bulk of the radiation energy goes to heating the plasma.

It is important to note that not only the overall liberated energy is the
same for the various materials, but also the heating of that portion of the
plasma from which the fast electrostatically accelerated ions are emitted.
This conclusion is drawn on the basls that in this mode, the quantity,
energy and amount of charge of the fast ions registered in a laser mass
spectrometer depends only slightly on the target material [5]. It follows
from the energy balance that the portion of the plasma emitting fast ions
carrles a greater share of the energy, though the bulk of the vaporization
products are of low energy.

Thus, the prccess of the vaporization of metals with a complex flare struc-~
ture should occur in two stages, In the stage common to all materials,
there is the onset of shielding, fast ions are formed and a shock wave is
excited (for the case of vaporization in a gas atmosphere); during the
gecond stage, a considerable mass of vapor and liquid phase droplets are
removad for a number of materials, where these form an opaque nucleus, the
front of which propagates at a velocity of (1 - 3) - 105 cm/sec.

We will note that the presence of liquid phase droplets in the composition
of the vaporization products registered on the substrate during vaporiza-
tion in a vacuum precisely correlates with the presence of an opaque zone
in the flare and deep craters in the surface of the target. The absorption
and scattering of the radiation at droplets is inherently due to the opa-
queness of the nucleus. The plasma opaqueness I8 possible only at densi-
ties much greater than those attainable in an experiment (less than 1020
em~3); the electron concentration, which corresponds to the plasma fre-
quency, is equal to the freguency of the transilluminating radiation, n =
=4 + 1021 ep~3 5> 1020 ¢y~3, There remains the absorption and scattering
at the droplets; in this case, to explain the sharp boundary of the region
of opaqueness, it is necessary to meet the condition a—l << R (o 1is the ab-
gsorption coefficient, R is the dimension of the opaque nucleus). This con-
dition, as estimates show [6], is not met when the size of the droplets is
r << A = 0.53 ym, or vice versa, when r >> A, The requisite size of the
droplets, r = A, corresponds to that observed experimentally (r = 0.l -

- 1 um).

As was shown above, the second vaporization stage cannot be due to energy
flux from the plasma. The energy needed for the vaporization of the bulk
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of the material is apparently stored in the target prior to the shielding

of the surface, Photographing a fldre at small delays has shown that the

opaque nucleus appears at the onset of the pulse., The major mass removal

cannot be due to this load relief of the material following the completion
of the pressure pulse, gomething which is presupposed iIn the case of sev-~

eral large fluxes [2]. The energy which is stored in the shock wave over

a small portion of the pulse is insufficient for intense vaporization, The
second stage likewise cannot be related to surface vaporization of the la-
yer heated up prior to the onset of shielding in view of the rapid cooling
of the surface during vaporization.

The experimentally observable removal of mass can be due only to the bulk
explosion of the heated layer. The most acceptable model is that of ex-
plosive decay of a metastable state of a superheated liquid phase [7].

We have to expand the model by explaining why the explosion of the super-
heated liquid does not occur for a number of materials,

The assumption of 1liquid metal dielectrification effects and the explosion
of the superheated melt is made in paper [7] to explain the special features
of the behavior of the recoil pressure pulse during the vaporization of

lead [8], Lead belongs to materials having a complex flare structure.

We shall turn our attention to a qualitatively different kind of pressure
pulse in the case of the vaporization of aluminum [8] - a materfal which
belongs to the other group. We explain the absence of explosive decay of
a metagtable state during the vaporization of materials of this group by
the fact that the shielding begins earlier than the heating of the super-
heated alloy up to the temperature of absolute Instability, Since the
radiation heating of the liquid is terminated due to shielding, while the
temperature and pressure of the vapors rise, the degree of superheating of

the melt decreases and explosive decay of the metastable state does not
occur,

We divide the materials into groups based on a parameter which defines the
development of shielding at a vapor temperature corresponding to the tem-
perature of absolute instability of the melt (T = 0.9 Te). We shall as-
sume that prior to shielding, the vapor temperature is proportional to the
surface temperature of the target [6]. Then the condition for explosive
boiling of the melt will be absence of shielding at a certain vapor tem—
perature T, = T, (B < 1). The proportionality factor B does not depend

on the target material, and for this reason, various materials at the point
in time of the explosion are in corresponding states with the cited temper-
ature T' = T, /T = B, The exponential factor e—t/KTx (e 1is the vaporiza-
tion energy per atom) which enters into the shielding criteria [9] is the
same for different materials. The single strong parameter which defines
the shielding process will be the ratio‘I/kT*, which enters into the ab-
sorption factor of a weakly ionized gas x =~ ¢~L/2kT [4] (T 1s the ioniza-
tion potential),
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- Thus, the ratio y = I/kT, will determine whether the explosion of a super-
heated liquid has time to occur (y > y,) or the shielding will set in ear-
lier and prevent explosive boiling ( y < Y*)- The materials investigated
here are arranged in order in the Table according to the parameter y. Tin
can be considered a threshold material (y = Y4 = 10.3) under the conditions
of the experiment: an opaque nucleus was not always observed in the flare.

Table
]
(1) Matepran wuwern| T - Al Sn Pb Bt Cd Sb
1/RT, 6,7 8,6 10,3 17,3 22,5 37,1 38,9
Q}»Ienpoapa-moe
AApo B dakene® - - + + + + +
Fny6uua*®
(3)xparepa, mx/uun, 0,04 0,04 6,3 04 08 0,2 0,4

Key: 1, Target material;
2. Opaque nucleus in the flare*
3. Depth of the crater**, micrometers/pulse;
*

The "+" sign corresponds to the presence of a nucleus in the

flare and the "-" sign corresponds to the absence of a nucleus.
** The crater depth at the surface of the target was measured

following irradiation with a series of 100 - 200 pulses.

The thickness of the superheated liquid layer is h = 1/o (o is the radia-
tion absorption factor in the condensed medium), since thermal conductivity
is not significant at the point in time of the explosion. The absorption
factor of metals, o = 10° - 10°® em~1 cannot assure the deep heating cor-
responding to the crater depth of h = 10~4 cm, Drawing on the effect of
liquid metal transmission augmentation for the model [10] provides agree-
ment within an order of magnitude of the thickness of the superheated

_ layer [7] with the expsrimental values of the depth of the crater at the
target surface,

The model treated here is in agreement with a number of experimental facts.
The depth of the crater depends slightly on the radiation flux density
(Figure 1) just as the thickness of the superheated melt layer [7].

With a reduction in the size of the irradiated area, an increase is obser=-
ved in the depth of the crater for all of the materials studied (Figure 2).
For materials with an opaque nucleus in the flare, the curve is elevated
by the amount of the depression corresponding to the explosive stage of
vaporization (for all sizes). Nonuniformity should be manifest for the
other presupposed mechanisms, something which would lead to the absence

of a similarity in the curves of the two groups of materials, In the
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proposed model, the characteristic dimension - the size of the nucleation
of the gas phase in the melt - is much less than the diameter of the ir-
radiated area and does not manifest itself,

The influence of uniformity in the distribution of the flux density over
the cross-section of the light beam on the subdivieion of the materials
into two groups argues in favor of the mechanism considered here, TIn the
case of poor uniformity, the lifetime of the metastable state of the melt
decreases, since bulk boiling in the pure liquid begins at the thermal in-
homogeneity, As a result, the boundary tetween the groups should shift in
the d ..ction of“the materials with a lower vy, something which 1s also ob-
served exporimentally., With the vaporization of aluminum by focused radia-
tion, droplets of the liquid phase are observed in the erosion products,
while the depth of the crater is increased by an order of magnitude as com-
pared to the case where a spatial corrector is utilized,

The author would like to express his gratitude to Yu.I. Nikitin for assis-
ting in the performance of the experiments and S.V, Gaponov and N.N,
Salashchenko for their useful discussions of the work.
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RADARS, RADIO NAVIGATION AIDES, DIRECTION FINDING, GYROS

UDC 621,3712:551,46

ON SPATIAL FLUCTUATIONS OF STRENGTH OF RADAR SIGNAL REFLECTED BY
SEA SURFACE

Gor'kiy, IZVESTIYA VYSSHIKH UCHEBNYKH ZAVEDENIY, RADIOFIZIKA in Russian
Vol 23 No 1, 1980 pp 79-89 manuscript received 11 Jan 79

[Article by L. S. Dolin and V. V. Rodin]

[Text] Expressions for the spatial spectra of fluctuations
of the strength of a radar signal refiected by a sea surface
are derived within the framework of "resonance" theory of
the scattering of a microwave field on the sea surface. It
is shown, in particular, that large-scale formations in a
radar image of a water surface may occur as a result of non-
linearity of the relation between radar signal strength and
the slopes of surface waves (the "detection" effect). The
possible influence of irregularities of the wind field above
the sea surface on the formation of its image is discussed.

Radar systems have been attracting increasing attention in recent years for
studying the wavy sea surface and, in particular, for recording different
kinds of surface formations, for example ocean swells, pollution (oil
slicks), currents, etc. They provide quality images of a surface and of
large-scale disturbances on it (see, for example, [1-3]), but the latter
have to be identified against a background of spatial noises of different
origins. A statistical analysis of some of these noises is the subject of
this article.

1. Strength Structure of Echo from Wavy Sea Surface

We assume that the radar observation system uniformly irradiates the sea
surface within the scanning sector (Figure 1) and performs reception-
transmission of quasimonochromatic pulses of identical polarization p
(which in the numerical calculations is assumed to be vertical). A radar
(RL) image of the surface is defined as the intensity of the backscatter
field (Ep) as a function of the coordinates of the center of the resolution

_ area (pulse area). We will find the characteristics of the reflected
signal from the formulas of the "resonance" theory of the scattering of
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ultrashort radio waves [4], developed for a two-scale model of the surface.
According to this model the profile of the sea surface is approximated by
the sum z(r, t) = g(xr, t) + E(rc, t), in which the first term describes

large flat surfaces with a radius of curvature much larger than working
wavelength A of the radar, and the second describes level irregularities
of relief with a small, in the scale of A, characteristic height ("rip-
ples"). Through rc we denote the radius-vector on the profile of a large

wave: rC =1+ g(r, t)z0, where r is the radius-vector of a point on

median plane z = 0. The spectrum of the spatial correlation function of
the large-scale component of wind wave action

1

W; (K) = (23)2

[fcctr+o e oy e dp (1)
is assumed to be [5]

s 12
W:(V-) ="1—"GXP[—O,74 Zfi;:] :COS’(?—"\PQ), (2)

N
where x =[x, 2= (%, X%, z=|u|, &4 is the wind velocity 19.5 m above sea

PaN .
level, and 9, = (#, x"), g =98 m/c?, Ba 8.10-% (the Pearson-Moskowitz
spectrum).

Figure 1. Geometry of problem: x? -- direction of propa-
gation of probing pulse, Ax, Ay -- dimensions of resolu-
tion area (rectangular), ro(xo, yo) -~ radius-vector of

its center, R0 -- distance between radar and point (xo,
yo), wo -- grazing angle of incident wave, P -- polariza-
tion vector of receiving-transmitting antenna.
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The ripple spectrum

1
(2

Wew) = —— ([T s, NElre, Hetdp, 3

in accordance with Phillips [5], is written as

We (%) == Cv4, 4)

and we will assume that the parameter C that characterizes the mean square
height of a ripple may depend on r and t: C = CO[l + u(r, t)]. This

assumption does not contradict spectral representation (3), if the charac-
teristic scales of an irregularity u(+) -- spatial (Aru) and time (Atu) --

are large in comparison with the radius and correlation time of the
ripples. The symbols — and <:-+> denote statistical averaging of sets of
samples of ripples and large wave.

Intensity I of the echo from the described type of surface, based on
results published in the literature [4], is expressed as

10 )= = Ey(ro, DE}(ro, £) = K (s ON(ror 1) )

= _* 2 1t e, 9
K(ry, )= 27 RS | B3 [v(ro, 8)]| =y’ 6)

- N, '
/= j‘j Q(r)iT(ry+ 1y, tyexp [ —iq(ry &)rdr,, 7

q(ry, t) = — 2k cosy, x° — 2% sinfiJo vi(r, )

o _{ L for |¢|<Ax/2 and  |y|< Ayf2

(f)— ’

0 for |x|>Ax/2 or |y|> Ay/2 (8)

where v(+) is the projection of vector t(+) of the unit external normal to
the surface onto plane z = 0, the expression for Bg[v(-)] is presented in
the literature [6] [see formula 4], ESt(-) is a statistically homo-
geneous field with space spectrum Cox™™, k = 2n/a.

Formulas (5)-(7) are based on the following assumptions: 1) the resolution
area (Ax, Ay) is small in comparison with Aru and characteristic wavelength

of a large wave A; 2) g(r, t), g(r, t), u(r, t) changes slowly in scale
2R0/c (c is the speed of light); 3) the self-shading effect of the surface
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max); 4) the pulse area is located in the

Fraunhofer zone of the radar antenna.

is insignificant (wo > |v|

A radar image of a sea surface is made by real systems by means of repeated
irradiation of each element of the surface (with dimensions (8x, Ay)) and
accumulation (in time Atz) of the energy of a sufficiently large number n

of samples of the reflected signal. An image made in this way can be
described as

n
/, =
. [H=init] im (Fo) = K (r,. l,,)mgl N(r,, ty + mlF,), )
- where tinit is the initial time of observation of a given element of the

surface (tinit = yo/Vinit if the discussion refers to a side-looking radar,
installed on an airplane flyiag at velocity Vinit along yo); we assume that
.:(tinit + Atz) o c(tinit); Fn is the probing pulse repetition frequency
(FnAtZ << 1); n < FnAtZ'

Iim may be expressed as

Im = T+ A = T (1 + 8 im) (10)

(T&m is the result of averaging of Iim from samples of ripples on the

frozen relief of large waves);

2~ AN(ry, tut miFn) [,

me1

8Ilm":

im
AN(-) =N() =N, (11)
I = nK{(-)N. 12)
Image (10}, generally speaking, is random in nature in view of the

- irregularity of wind wave action. It represents an additive mixture of
two noise components, one of which Iim depicts the structure of a specific

sample of the large-scale component of wave action and spatial irregular-
ities of the ripple distribution [see (12), (6)], and the other AIim is

noise with zero mean [see (11)], modulated by the function Tim' The

analogous representation can also be found for Iim in Zagorodnikov's
work [7].

Spatial noise AIim occurs because the field scattered on the resolution

area has a random, very 'choppy" angular distribution, since it is the
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result of the interference of many uncorrelated waves, coming from
different "elementary scatterers." We will call this noise interference
noise to distinguish it from noise Iim’ which, in turn, is called modula-

B tion noise. We will examine two varieties of the latter below. In part 3
we will talk about modulation noise (linear and nonlinear), which occurs
during the observation of spatially homogeneous wind wave action (u = 0),
while the noise examined in part 4 (u # 0), modulation wind noise, owes its
origin entirely to turbulent pulsations of the wind velocity in the near-
surface layer of the atmosphere.

2. Interference Noise
An echo from a fixed resolution area, as is known, fluctuates in time and
has a finite correlation time Atc. In the time it takes to accumulate sig-
nal At_ from the element n,_.
z in

1t
will be received, each of which will contain n/nin

= Atz/AtC uncorrelated parcels of pulses
it correlated pulses.
Converting in (11) from the adding up of pulses to the adding up of
uncorrelated parcels, we write the expression for a sample of interference
noise in the form

\

[k=c] ¥ im = *f— ME";!A!N (For tu+ m Aty) [Nn. (13)

In accordance with (7) the real and imaginary parts of the scattered field
may be viewed as being the sum of a large number of independent random
variables with zero mean. Therefore Re J and Im J can be expected to have
normal distribution, the modulus of the complex amplitude of the radar sig-
nal can be expected to have a Rayleigh* distribution, and N = (Re J)? +

+ (Im J)? has an exponential probability distribution:

T T N . —_— =,
P(N)= — ——, ANP = L
) rve""( N) N} = (NP (14)

s —“T =
Then it follows from (13) and (14) that (GIim) l/ninit'
Assuming random field 5St(~] to be normal with a radius of correlation much
smaller than Ax, Ay, we obtain from (5) and (13) for the spatial correla-
tion function of interference noise the expressions

*This assumption does not conflict with existing experimental data on
deviations of the statistics of a radar signal, scattered by a sea sur-
face, from Rayleigh (see, for example, [8]). On the contrary, as was
shown in [9], such deviations (for Ax, Ay << A) may be viewed as being the
result of chaotic modulation of the amplitude of the echo signal bty large

waves and the signal has Rayleigh statistics during the time the large-
scale relief is "frozen."
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Bito (9) = 811 (p F 1) 110 (1) = [b0 (2)]% [ (O)]2 71,

. - o
bo(p) = e ﬂ@(fﬂ)@(r)dr.

ﬁ'bw(p)dp=l. (16)

(15)

The correlation function of relative fluctuations, as we see, does not
depend on the parameters of ripples and is determined entirely by the Lind
of '"system" function ¢(r), i.e., by the size and shape of the pulse area.
In the case when ¢(r) is given by formula (8), we obtain from (15) and (16)

B ()= 1 (1= Leal Y’ 1;Ipyl)2{l for [p,|< Arandlpl<by
¥im P Ax , Ay /10 for |p|>Axor [p|>Ay (17)

Here the energy spectrum of spatial noise is

- 1 e
- W"tm (u) = (21:)2 .—s‘i B“Im (p) e *Pdp =
_ 4AxAy 1— sina, ) | — sinay (18)
nya? o a a, /'

where a = Ax:cx, ay = Ay|<y. In the range of low space frequencies (Kx <<

<< 1/bx, Ky << 1/Ay) expression (18) yields a spectral density that does

t depend :
no pend on k axAy

W, ~-——=-,
" 2nin, (19)
3. Modulation Noise in Homogeneous Wind Wave Action

We now will calculate the spatial fluctuations of T According to the

formulas in section 1 im’
Tatr = T8 [T SO + 60N — rar,
0 —
| (20)
J0) = l—lv'-’ | Bﬁl(v)FWz[ — 2k cos P, x° + %—Tz—‘;v]

(We note that when writing (20) we are not required to satisfy the condition
Ax, Ay << 4§, Aru.)
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Table 1
Yo 2 5 8 0 | 2 30 50 70
deg
f0 | 102 | 013 | 0,34 0,5 1,2 1,5 1,4 1,1
ay | % 27 14 9,9 3,9 2,9 42 | 10,4
aee | 2,5-100 160 2 5,5 0.8 30 | 12| 70
ayy | 2,5 1-22 =20 |-1,8 [-1,7 [—20 |—40 |-156 .

Comment : ay 2 0. The data in the table pertain to the case when

A=3cm €= 60.5- i30 (¢ is the dielectric constant
of water), p = -sin woxo + COS wozo (radiated and

received signals vertically polarized).
We expand f(v) into a series by powers of v(vx, vy) (see Table 1):
FO) = O+ agve + 2t + g+ .. 1, (21)

and, aftér substituting (21) into (20), we obtain the function

- 7("0) = Zn(ro)/lZm]::g = (A):

2y) L‘; [1 4 a;vdr) + 22)

+ a, () + a,Vi(r) + . . 1+ w(N]Or — ro)dr,

which yields the amount of contrast at an arbitrary point on the radar
image in relation to the horizontally oriented (v = 0) elements of the pro-
file of a large wave with an undisturbed spectrum of small-scale irregu-
larities (p = 0).

Equation (22) shows that in the absence of a large wave (v = 0) the radar
will give a linear image of spatial variations of the mean square height
of a "resonance" ripple (the latter has the wave vector k = 2k cos woxo,

see (7)). When v £ 0, but p = 0, and the terms of series (21) with powers
Vgr Yy higher than the first are ignored, the radar image may be viewed as

being the result of linear filtration of the spatial distribution of the
slopes of the profile of the surface in the plane of sight [10]. Now,
however, when the quadratic terms (which we shall stipulate below) in (21)
are taken into consideration a unique kind of space noise, produced by

""detection" of a "linear" image on a quadratic nonlinearity (vi, vxvy,
etc.), will appear in the image of the surface. The strength of this noise
is determined by the mean square fluctuations of the normalized intensity

of the echo signal ((AT(r)?> (AT (r,) =T(ry —< T, assuming that wind
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- wave action produces a homogeneous rardom field of irregularities z(r)
(with spatial spectrum (1), (2)), and assuming u(r) = 0 (the case u(r) #

- # 0 will be examined in the next part). We find the desired estimate by
finding the space spectrum WAT(K) of fluctuations AT(rO). The correspond-

ing calculation (it is not presented here because it is unwieldy), carried

out on the assumption that v(r) has a normal distribution [11]*, using
formula (22)**, yields

W, (%) = 4nxPw¥(x) [ai W, () +

® (23)

- + 225, _” W, (» — *t)‘w/v_,(*t)d"ll ’

where
Vir) = o §] AT+ 9aT(r)> et a,

1 [ —mp

i Vot = G ] Coxtrot P> ™ 0, (24)
w(;e) __1 [ sin (x, Ax/2) slg(x,,Ay/?) ]'
*©(2n) x, 0 x/2. %, 4 9/2
e

is th t f the function B = || O @2
w(k) is the spectrum of the function B (p) Gz oy il (r+p) ¥*(r)dr ,
with the condition that &(r) is of the form (8).

To simplify the ensuing calculations we will replace spectrum (24) with the
"'equivalent step spectrum," which satisfies the conditions

s (0) = w(0), _ﬁ w;(|x|')dx=._ﬁ' w () dx

and is written in the form

w(,)={1/4“«= for 1% <n ,(% )’*ﬂ.
’ 0 for I%I>%’ Axdy

*This assumption enables us to express the fourth-order moments of field
v through the second-order mcments.

**We keep the first two terms in the integrand in (22), since (see Table 1)
ayy <<a everywhere, where a2 a (i.e., the term that is quadratic

in terms of v, may make an appreciable contribution to AT).
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In (23) we replace w(x) with We(K), integrate the resulting expression for

W,7(x) (considering the fact that when |v| << 1 W, (k) = (KxQ)zwc(K)) and
x
find the desired value <(AT)2>. It is the sum of the linear (<(AT)2>1in)

and nonlinear (<(AT)2>nl) (in terms of vx) terms

)

ATEY= ([ W) dx = ¢aTy, AT S
reting CATYS _Ii R dx = CATPY, + COTH) 5)
Hn=nl] _ B 1
CATPd=—a,—EI (— —) (1 + 2cos’y,),
8 m

. where

-
t a2, (-g—) m [59 cos* ¢p + sin® qa,,(% + cos'%) +

COT P>~ +3sin‘?o] for m< 1 '
(26)

l2a2, (¢ for m>1

4= ut 2 B
L L — =L
M OTigiazay ' % s["

4= b

074—827\' — 0,58 ] (142 cos®sy).

The form of <v)2(> is found, as in [11], by integrating WV (x) in the inter-

) val 0 < | x| <28, X
Table 2
m 0 . ( u=3 uc )

0.5 1 . Ax,0y—0

di“; T W | CAOTPa | <O TPua | AT Y0n | (AT un | <AT )54
2 9,3 8,3.10-" 37 7,3-10-2 78103 200
5 4.10-2 |} 75.10-1 0,16 6,6-10-* 32 18
8 7.10- 2-10-72 | 27.10-*  18.10-3 055 49
- 10 45-10-° 10-12 18-10-¢  §8.10-* | 38.10-? 24
20 96-10~7 : 16-10~" | 39.10-¢  14.10-¢ | 8.10-* 0,38
30 | 13-10% - 85.10-M | 54-10-5  75.105 | 1,1.10-2 021
50 21-10-  18.10- | 84.10~*  1,6-10- 0,18 044
70 7.10-% 1 jo-1 29 10-2 10-3 6.1 27

112

FOR OrFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000200090013-6



APPROVED FOR RELEASE: 2007/02/08: CIA-RDP382-00850R000200090013-6

FOR OFFICIAL USE ONLY

The values of <(AT)2>1in and <(AT32>nl for different grazing angles y, and
for different values of the parameter m, = u?(s#/c)V/ Bx(#)dy(4) are pre-
sented in Table 2 (¢0 = 30°, A = 3 cm, vertical polarization). The data

in the table, with the exception of the last column, pertain to the case
when the resolution area (4x, Ay) is substantially larger than the charac-
teristic wavelength of wind wave action A ~ 2wu2/g.

A comparison of <(AT§2>lin with <(AT)2>n1 in accordance with formulas (25)
and (26) and Table 2* shows that when m; < 1 the linear component of modu-

lation noise is small in comparison with the nonlinear one. As Ax, Ay
decreases the relative contribution of the linear component increases.

The dependence of the fluctuations of a radar signal on the size of the
pulse area was analyzed previously by Pereslegin [12] in linear (in terms
of vx) approximation. The latter, as was shown above, has a limited range

of application (Ax, Ay < A).
4. Modulation Wind Noise

Up until now, for calculating the average characteristics of an echo sig-

. nal, we have been using as the ripple spectrum Phillips' equilibrium spec-
trum (4). However, there are some theoretical considerations and experi-
mental data [13, 14], according to which the spectrum of short gravity and
capillary waves (they scatter the microwave field) depends on the wind
velocity above the sea. Because of this dependence rather large-scale
inhomogeneities of wind field u(r), '"printed" on the surface (through
ripples), are converted to the corresponding variations of the reflected
signal. We shall analyze this effect on the basis of ripple spectrum (3)
in the Leykin-Rozenberg notation [15]:

We (%) = @ ux-3$,

where o = 1075 s/cm, « = 0.6-6 rad/s, u is the wind velocity at a height of
19.5 m, u < 10 m/s.

Modulation noise related to the radar mapping of large surface waves,
examined above, will not be considered in this part. Then, denoting through
the symbol (~~) the operation of statistical averaging of samples u(r)
and assuming in (22) u(r) = Au(r)/f (Au(+) = u(+) - 0), v(*) = 0, we obtain

*We note that the results of the calculations for Yo = 2°, 5° have poor

accuracy, since the requirement that there be no shadows ceases to be
satisfied at the indicated grazing angles. It is easy to see that the
shadows that appear can amplify low-frequency space noise in an image of
the surface (i.e., increase <(AT)2>n1)
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W (x) = 1 f:f AT(ry + p) T, (r,) e—'*¢ dp=
u (21!)' u u\"o
(27)

= 42w (x) W ()/ ()%,
where AT, ()=T()— 7;. Wau(x) = (2_::)2— ff Etr(\im)e""“ dp, wlk) is

determined by formula (24).

[f the resolution area is small enough, so that its filtering effect [see
(27) and (24)] is negligible during the imaging of the basic energy-
carrying (large) scales of wind turbulence, then

T =[] Wiz () dx =~ @iy,

The dispersion of horizontal pulsations_of wind velocity (A#)? at a fixed
height (19.5 m in our case) depends on u and on the stratification of the
air mass above the sea. Thus, for neutral stratification (Richardson's

number is zero), using the results of measurements [16], we find CATU)’zz
~9.8:1073; 1.06+1072; 1.4-10"2 for 4 = 3, 5, 10 m/s, respectively.

A comparison of these data with the data in Table 2 shows that space noise
produced by turbulent pulsations of wind velocity makes an appreciable con-
tribution to the overall spatial fluctuations of an image. The relative
role of these turbulent pulsations of wind velocity apparently will
increase as the intensity of the wave action decreases and Ax, Ay increase,
when the noise produced by wind waves is effectively smoothed by virtue of
the finite size of the resolution area.

Modulation wind noise, on the one hand, may hamper the recording of any
expansive formations on the surface (an oil slick, let us say) and, on the
other hand, is a basis for certain conclusions regarding the status of the
wind situation in an investigated region of the sea (the authors of the
experimental work [1], in particular, point to this possibility).

It is important to note that the material presented in this part is more or
less preliminary, because the question of the ripple spectrum and of its
interaction with large waves and wind remains largely unanswered.

5. Total Dispersion of Fluctuations of Filtered RL Image of Sea Surface
Returning to formula (10), we see that spatial variations of a radar image
of a wavy sea surface are made up of modulation noise (they are produced by

large waves, see section 3, and by inhomogeneities of the distributicn of
w1nd-produce§ ripples (section 4)) and interference noise (section 2), i.e.,
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I~~~

Bln)i=In—<Tn> = AT,y + @b/,
- - o~ 28
Al = Iim — i ). . (28)
We assume that image Iim(ro) is subjected to spatial filtration* with the

aid of an averaging window, which performs the transformation

1 o
—_— In(r) @ — 29
Gr sy m OO (re = r)ar, (29)

—x

ll(rn) =

where ¢l(r) is obtained from (8) by replacing Ax, Ay with Ax Ayl, and we

l)
find the complete dispersion of the fluctuations of the filtered image:

et T e s e P

03.=<{(All)r]')=((/.—ZT:’)\)2). (30)
Substituting (28) into (29) we obtain
o, = ([ 00,6 Buary, (01 dp, (31)

-0
D i i e T U T Y

where By, (p) = {3 /mlr+p)) (3 1n(r)),s, and le(p) coincides with (16) when
JORENOR

If we assume Ax1 >> AXx, Ayl >> y and return to the assumption that the
radar has high spatial resolution, the radius of correlation of GIim [see

{17)] will be small in comparison with the radius of correlation of I and
with the scale of change of bGl(p). Then, using the hypothesis of the

statistical independence of the function GIim on the profile of a large

wave and wind field, we obtain

4= Wa/ ""(0)

B- (0), (32)
Ax Ay, I""( )

%, = ” ba, (¢) Bsr _(p)dp +

where

Bi7n® = Aialr + 08 Talr)S, By (8) = (finlr + piT(r)).

*This procedure is used in practice (see [1], for example) for reducing the
level of high-frequency (small-scale) noises in an image: they are expli-
cit interference during observation of any large-scale surface formations.
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T, V=0

Converting to normal functions T = I /{ imip=0’

= ,v=0
Ty = L/ e or,
= 4v=0 . . . . . = v=0 _
= 011/[11]u=0 in (32) in consideration of the equality [Il]u=0 = [I.
and of formulas (31), (19), we obtain

4Ax Ay

o =~ a;.(Axl, Ay) =[ (THY + 0-3— (Ax, Ay) ] 9h% Agyam

where o%(Ax, dy) is the dispersion of the fluctuations of the normal

intensity in the original image (made by a radar system with resolution
(8x, Ay), and c%{Axl, Ayl) is the analogous value for the case when the

pulse area has the dimensions (Axl, Ayl) (the size of the hole in the
transparency used for "smoothing" the distribution of Iim(ro))' When

- Axl -+ 0, Ay1 + 0 the dispersion of the output fluctuations of the space

filter coincides with the dispersion of the intensity fluctuations in the
original image:

oF, = oG =L (Ax, Ay) + [ (T 24 oL (Ax, Ay)]i .
n,

Formulas (22), (25), (26) and Table 2 may be used for finding c% and <T>.
In conclusion the authors gratefully acknowledge V. L. Veber's assistance
on the numerical calculations,
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SEMICONDUCTORS AND DIELECTRICS; CRYSTALS IN GENERAL

UDC 621.382(07)
FILM ELECTRONICS AND SEMICONDUCTOR INTEGRATED CIRCUITS

Kiev PLENOCHNAYA ELEKTRONIKA I POLUPROVODONIKOVYYE INTEGRAL'NYYE SKHFMY .in
Russian 1979 signed to press 29 Dec 78 pp 2, 207-208

[Annotation and Table of Contents from the book by Galina Ivanovna Bogdan and
Mikhail Makarovich Nekrasev, Izd, Ob'yedineniye "Vishcha Shkola," 1979, 9000
coples, 208 pages]

- [Text/ The text is devoted to problems of solid state physics and to the de-
sign and technology of integrated componsnts and circuits based on thin and
thick filme. Schematic solutions ars offersd and ths physical procssses which
enter into the elsctronic circuit operation are sxamined. The conatruction and
principles of operation of microcircuits employing bipolar and MDP/metal-dislec-
tric-semiconductor/ transistors are described.

This book is intended for studsnts specializing in the fields of "Dislsctrice
and Semiconductors,” "Electronic Devices," and "Industrial Electronica."
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