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[Text] This collection contains individual reports delivered and discussed

at meetings of the section on non-optical holography at the Leningrad Regional
Board of the §. I. Vavilov Scientific and Technical Society of the Instrument
Making Industry. The section was organized in 1977 at the initiative of the
directorate of the section on holography at the Central Board of the S. I.
Vavilov Scientific and Technical Society of the Instrument Making Industry.
This section now brings together Leningrad scientists and engineers from in-
stitutions of higher education and research institutes working in the fields
of applied use of methods of radio and acoustic holography, as well as optical
processing of radio and acoustic signals  The articles mainly give the xe-
sults of original research by the authors dealing with current problems of
using methods of holography and optical processing of information in micro-
wave engineering.

The Science Council on the Problem of Holograyhy Affiliated With the Presidium
of the USSR Academy of Sciences was of considerable assistance in organizing
and publishir'g this collection. The directorate of the section on non-optical
holography is sincerely grateful to Doctor of Physical and Matiematical  Sci-
ences S. B. Gurevich, and Candidate of Physical and Mathematical Sciences

G. A. Gavrilov for expediting publication of the collection, and also to Asso-
ciate Member of the USSR Academy of Sciencas L. D. Bakhrakh for reading the
manuscript. The directorate of the sectici: thanks the authors who delivered
these papers, and who offered thew for publication in this collection.

UDC 778.4:523.164.8

USING HOLOGRAPHIC PRINCIPLES TO ANALYZE RADAR STATIONS WITH SYNTHESIZED APER-
TURE

[Article by Yu. S. Zinov'yev and A. Ya. Pasmurov]

[Text] An examination is made of major aspects of holographic
theory of radar with synthesized aperture [RSAj. The first
stage of holographic processes in RSA (formation of radio

FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000500050039-9



APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000500050039-9

FOR OFFICIAL USE ONLY

hologram) is treated as recording of the field scattered

by an object by using an artificial reference source. The
second stage (reconstructing the object) is described on

the basis of physical optics. A classification is given

of radio holograms recorded in the RSA and conditions of
subsequent processing. A physical interpretation is given
of major RSA parameters. An examination is made of applica-
tion of the proposed theory to evaluating the influence of
trajectory instabilities of the RSA carrier, and to analyzing
images of moving observational objects.

1. 1Introduction

Up until the present, the description of RSA has used mainly such methods

as the synthesized antenna technique, the method of signal selection by Dop-
pler frequencies, the method of cross correlation, which are based on princi-~
ples of the theory of electronic systems, optimum reception theory and the
like. All three approaches enable evaluation of the influence that technical
parameters of the RSA have on its tactical characteristics [Ref. 1, 2]. Re-
sults and conclusions practically coincide.

The RSA in combination with a coherent optical processor [Ref. 3] is a "quasi-
holographic" system in which resolution with respect to one coordinate (azi-

= muth) is attained by holographic processing of a fixed signal. In the opinion
of Leith and Ingalls [Ref. 4] such a representation is the most flexible and
physically graphic and enables development of RSA components with working prin-
ciple that is readily explained by the theory of radio systems. This view-
point has been developed by Kock [Ref. 5], with proposal of some new radar
systems based on principles of holograms. However, the use of the holographic
approach for analyzing the RSA has been limited until now to examination of
only optical processors. There is practically no mathematically valid view-
point enabling represeuntation of the RSA as a whole as a holographic system.
Therefore description of the RSA from unified holographic principles is of
theoretical interest. Such an analysis gives the most complete elucidation

- of the essence of physical processes that take place in the RSA. In addition,

} it becomes possible to use concepts and methods developed in the theory of
optical holography.

2, Principles of obtaining holograms in RSA

Let us consider an RSA (Fig. 1) mounted on
a vehicle moving at velocity vy along axis
= x'. The radar antenna has linear dimension
Lg (real aperture), and width of radiation
pattern 6g along the line of the path. The —
radar scans a strip in short pulses and . -
fixes the pattern of diffraction of the scgz;z;g -
probing signal by the observational objects
sequentially in time. The amplitude and
phase of the scattered field are registered Fig. 1. Principal geometric re-
by interference of received and reference lations in RSA
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signals in a coherent (synchronous) detector. As a result, a radio hologram
of multiplicative type is formed [Ref. 6], the part of the reference wave
being played by a signal introduced directly into the electronic channel ("ar-
- tificial™ reference wave). The radio hologram is usually recorded by modula-
tion of CRT luminescence intensity on a photographic film moving relative
to the CRT screen at velocity v,. To record radio holograms of objects situ-
ated at different ranges Ry from the line of the path, the pulsed mode of '
operation is used with vertical scanning on the CRT screen. The result is
a set of one-dimenisonal holograms recorded in different positions with re-
spect to the width of the film, depending on the range to the corresponding
- objects.

Let us assume that all objects are located at a distance Ro from the line
of the path. 1In this case the radiated signal can be considered continuous
since accounting for the pulsed nature of the radiation is important only
for analyzing the resolution of objects with respect to range. Fig. 2 shows
the equivalent diagram of recording a one-
2 dimensional radio hologram. Situated at point
, Q with coordinates (x', 0) is an RSA (x'=wvgyt,
Ux/0)  here t is elapsed time), and at point R
o (xy, 2r) 1is a hypothetical reference wave source
T  with action similar tc that of a reference
signal of the synchronous detector, while point
P (x¢, 2zo=-Rg) belongs to the observed object
situated along axis xg. If the scattering
Fig. 2. Equivalent diagram properties of the object are described by the
of recording one-dimensional function F(x¢), and dimensions are sufficiently
hologram small compared to the quantity Ry, we get the
well known Fresnel approximation [Ref. 7] for
the diffraction field along axis x' (with consideration of propagation of
the probing signal from the RSA to the object and back)

- . 2
: e‘lﬂnal K (E!.(.‘—E" (1)
U.(I')’C-v—_—p: fr(m,)e o N dxy
Nl Tt

where x;=2w/)\; is the wave number, and C stands for some complex constant
both here and below. .

The complex amplitude of the reference wave is Up(x') = AreldT, Usually this
is a plane wave, 1. e. ¢r= k; sin 6x', where 9 is the angle of "incidence"
of the wave on the hologram. The inclination of the reference wave is equiva-
lent to a reference signal with linear phase advance, and introduces carrier

_ frequency wy =3 sin 6. As a result of coherent detection, we get a radio
hologram with equation

hi) = Re(US(EIUM))  or  hix) = Im( Uz Yol ) 2)
With consideration of (1), it is clear that in the general case one-

dimensional Fresnel radio holograms are formed in the RSA. In addition, the
following situations are possible, depending on the ratio of dimensions of
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the object, the length of the synthesized aperture L_=vyT (T is the time
of recording the radio hologram) and the quantity Ry.

1. In the case where Rgp>> kjX3pax/2 (Xopax 18 @ quantity that characterizes
the maximum dimensions of the object), instead of (1) we get the Fraunhofer
approximation .

pLriRy raXC o i, 2XTy
)2l —— R, : *
Uylee) CVH.,Q ) _{nxo)e " dx, | (3

and as a result a Fraunhofer radio hologram is formed.

2

2. 1In the case where Ro>>KiXpax/2= ¥;L3/8, the term edxix"*/Ro 45 (3) can
be omitted. Then a Fourier radio hologram is formed, and the condition of
formation in the RSA can be written as

Lgse VA';'Q.ol:ﬁ . 4)

3. 1If the object is a point (F(xg) ~ 6(x'-x¢)), the Fraunhofer diffraction
conditions are automatically satisfied. Using thte filtering properties of
the &-function, expression (3) yields the following equation of the radio
hologram (without consideration of constant phase terms)

. W 'y
h(x') = A A3y’ - K,'—E + 2K, EE—") , (5)
0 ]
where Ag 18 the amplitude of the wave scattered by the object at the redeption
point. :

If in addition (4) is valid, then (5) implies

X'ty

h(e') = Ap Ageas(w e x's 26,37 ) )
v

Thus a Fraunhofer or Fourier radio hologram is formed in theRSA for a point
target. In the former case the radio hologram has the form of a one-dimen-
sional Fresnel zone plate in accordance with (5), and in the latter case it
takes the form of a one~dimensional diffraction grating with constant spacing
in accordance with (6).

In the process of photographic recording, scaling of the radio holograms takes
place with substitution of coordinate x for x', where x=x'/ny, and ny=vH/vn.
In this operation, a constant term ho ("displacement") is added to (5) and (6)
for photographic recording of the function h(x').

3.‘ Image Reconstruction
We will analyze the next stage of the holographic process by the method of

physical optics. Illuminating a phototransparency by a plane wave with wave
number k;, we get a diffraction field with distribution at distance p from

FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000500050039-9



APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000500050039-9

FOR OFFICIAL USE ONLY

the hologram described by the Huygens-Fresnel :I.ntegral

o gilkepUi/a) A X _ 2
V- S (e P M
- Y AL
1 Substituting (6) in (7) we have V(E) = Vo (E) + V1(E) + V2 (E), where Vo(E) is

the zero order corresponding to displacement hg, V1(E) and V,(£) are functions
that describe the reconstructed images of the point object and are equal to

Vw} ol el St [ et0uner PO, ®)
L

We find the position of the images along the z-axis from the condition of
a zero value of the exponent in the first exponentisl function of {(8), imply-
ing

_ ]
Pt Jl,Ft,,/QJ\znJc . 9

Obviously one image is 1maginary and the other is real. Integrating (8) with
condition (9) we get :

. N, Xo UaT
V() _ Cun{[wxm o 228 (2 -] )
. ey ‘ _d

VR(%)I (Weny '2"%;” ( 1:: - S)],U;T

(10)

- Thus the image of a point object is described by a function of type sinv/v.
The position of the image is determined by the zero value of the argument v,
i. e. by the relation

§=%o/nyp + O R/ 2Ky . (11)

The first term in (11) corresponds to the coordinate of the object, and the

- second term is due to the carrier frequency. The images of two point objects
that have identical coordinates xo but different ranges R; and R, will be
characterized by different coordinates &; and £,. Thus the use of a carrier
frequency leads to geometric distortions of the image of the entire scanning
strip.

According to the Rayleigh criterion, two points are considered as separate
if the principal maximum of one of the functions of the type sin v/v coincides
with the first zero of the second function. From this we get an estimate

- of the resolution

A= Xy~ X, * WRIK Ly, (12)
The given case (use of Fraunhofer radio holograms) has been called the
"focused aperture” in RSA theory. Focusing is understood as compensation

of the quadratic phase advance in equation (5) on the stage of image recon-
struction (compensation is accomplished by transformation (7)).

B FOR OFFICIAL USE ONLY
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The case of the "unfocused aperture" corresponds to the equation of the
Fourier radio hologram (6). Therefore, Fourier transformation of the function
of the radio hologram is used on the processing stage

W ikyxe/p -
vg)-c | hmpe" T de (13
'U.TIQ

From (13‘) with consideratior of (6) we get

(14)

Ye, » gl L1
I R T )
Vn(s) [;.;-’s t(mxnt+ %’i‘ n, 3,0)] U_;T_'_
]
In the given case the quantity p can be treated as the focal léngth of the
- Fourier lens. The position of the image of the point object is determined
- by the equation

P 2Ky \ .
- 57 (Weh,+ n v, . (15)
- The image of the entire scanning strip will also be distorted as a consequence

of the dependence of £ on range Ry. Evaluation of the resolution according
to the Rayleigh criterion gives '

ax =, -y =FR KM QT . -(16)

~ The limiting attainable resolution in an 'RSA with unfocused processing with
consideration of (4) is

pa'= VFA, R /4 = 046VA, R, . an

1t should be noted that radio holograms are recorded continuously on photo~
graphic film in the course of a prolonged flight. Therefore the focused or
unfocused mode is assigned only on the stage of reconstructing the image by
selecting the dimensions of the diaphragm that determines the quantity Lg/ny,
and through corresponding design of the optical processing arrangement.

Let us now consider the RSA from' the standpoint of the geometric method de-

veloped in Ref. 8, 9 and assuming analysis of the phase structure of the radio
hologram. For this purpose we rewrite one of the equations (2) in the form

h(a') = A Ageos( o) o
where ¢o is the phase of the wave scattered by the object.
For a point object situated at point P (Fig. 2), we can write (with consider-
ation of wave propagation from the RSA to the objeci and back): " ¢o = 2k, (PQ ~ PO)

and ¢p= 2x1(RQ - RO), where RO=Ry is the distance from the hypothetical source
of the reference wave to the coordinate origin. Expanding ¢y and ¢¢ in a

FOR OFFICIAL USE ONLY
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series and limiting ourselves to first-order terms, we get

o My A Ay Xe | ey 18
e~ o .ﬂc[:c (QQ,. 2Ry m( Ry Ra)] : a8
In the simplest case where xq=0, Xy =0, Ry == (plane reference wave without
linear phase advance), we get

Y~ do= 4508/ 24,R,

The spatial frequency of the interference pattern is

4 Adr-do) ' ' 1
Wn)e g e T /AR, (19)
At some value Xir= LSmax/Z’ the frequencyv may exceed the resclution of
the field recorder, which 1s determined in the given case by the actual aper-
ture of the radar set, and is equal to ver = 1/LR. This implies the condition
Lomar £ J,R,/_LR "”n R, . . (20)
Substituting the value of Lg . in (12), we get the classical relation for
maximum attainable resolution in the RSA:

AXgy = Lo/2 |

Accounting for the pulsed nature of the signal enables us to determine such
an important parameter of the radar set as the minimum value of the probing
pulse recurrence rate Kpjp. Obviously the pulsed mode is analogous to dis-
cretization of the radio hologram. The distance between individual readings
Ax' = vy/k must satisfy the condition Ax'< [2v(xie)}17%, whence with consider-
ation of (19) we have

min = 2VH/LR.

Following the known procedure of Ref. 8, 9, we getl relations that determine
the deviation of the phase front of the reconstructed wave from spherical
(third-order wave aberrations)

o ' ;
29 a- KD, 3 - p,x®+ Dyx?) , (21
where
JEAp, A (& Xr
D R R} ™ m""(R; R;‘) .

x. and R, are coordinates of the source of the reconstructing wave, u= X1/As
m=n§1,. and the coordinates of the image of the point object are

Lo, BN Ay g D1, T, Apde X
R\' RC- m;!(Qo Rr) R[ RC = m(“o '2")
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The value x =0 corresponds to spherical aberration, x=1 to coma, and k=2 to
astigmatism. These relations can be used to calculate the maximum permissible
size of the synthesized aperture Lgp,, on the basis of the Rayleigh condition
(wave aberrations on the edges of the hologram should not exceed X; /4). Con-
sidering that spherical aberrations are the most appreciable in order of magni-
tude, we get '

LEvBag s bbb s

i
.
|

4

Lgpox =BV AR /00-420) (22)

For typical conditions of RSA operation, the quantity Lgpax calculated by
formula (20) is less than the value calculated by fomulaa’?ZZ), i. e. the
influence of wave aberrations in the RSA 1s insignificant.

* 4. Influence of RSA Trajectory Inestabilities

2 Instability of the vehicle trajectory is one of the major factors that distort
the images obtained by the RSA. The holographic treatment enables fairly
simple evaluation of permissible deviations of the trajectory from linear
by the method of geometric optics. Let us write the expression for the phase
of the object wave ¢9(x') in the form

Pol&) - 28, ({7, )+ (-0 2] V- R,
“ where q=q(x') is displacement of the trajectory from the x'-axis.
Assuming that Ro>>x%p, %' and q, using the binomial expansion and dropping

all tarms of the order of q? and higher, we get the following approximate
expression for ¢o(x'):

ey Iy pinchstet a0 s
A 2R, 3 R: R, 2 R:

‘The equation for the phase of the wave that forms one of the reconstructed
images has the usual form

: | e e ) (23)

On the other hand, the function ¢; can be written as
wl | \ Qﬂf( x?- 2.i‘£ B .:*_:_,,:"41-1'1:5 + 4:5%1.2 ) (20
\‘l - h!! EQ‘ HQ: -

The phases ¢. and ¢r are determined by expressions analogous to (24). The
ifferences between phases of corresponding third-order terms relative to
1/R; in (23) and (24) are aberrations equal to

a® =89 + 2@t lie

Aberrations A¢(3) are determined by expression (21), and
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3

8 rys - KalD3q + Dgyx - Degr?) | (25)

where
Ui Rpngy /Ry, Ly=7 2 T /mRY D,’Fﬂl./meR:

are aberrations due to trajectory instabilities.

Relation (25) that determines the distortions of the phase structure of the
radio hologram can be used for calculating the compensating phase shift di-
rectly in the process of synthesis. To do this, it is advisable to use digi-
tal methods of signal pr>cessing in the RSA.

Applying the Rayleigh criterion to each of the terms in (25), we get the fol-
lowing conditions for permissible deviations of the vehicle trajectory:

)5 AP/A&' 1hyt - /\'90/8/!0 : rl‘/SCUS\,‘o , (26)
. b} -

§a € A/ A Dalr gy = ARy /ibg A%y ' 27)
) 53 2

Qo Ala iDshez = ARG /205 (28)

On the other hand, knowing flight conditions and the characteristics of the
vehicle, we can use (26)-(28) to determine the limitations imposed on the
quantity cos 6y and the limiting permissible dimension of the synthesized aper-
ture:

. 2 370
COS\*0§—’1¢/89 ’ LSmm.é’]cRo/qqro ’ l‘-‘imul < ROVA’/Q :

As a rule, the relations Lg«Ry and xo<«Ry are satisfied in the RSA. Therefore
the quantities Dy and Ds can be disregarded, with account taken only of the
factor D3 which according to (26) imposes severe conditions on the stability
of the trajectory.

5. Influence of Motion of the Object of Cbservation

The effects that arise in the RSA when observing moving objects can be evalu-
ated from the standpoint of the method of physical optics. Let a point object
move at low velocity vy in the radial direction (along the z-axis), so that
for the time of synthesiz T the displacement of the object does not exceed

the resolution with respect to range. 1In this case, the equation of the radio
hologram takes the form (disregarding constant phase terms):

v Nt NeXpX Ky M2, o
MC)we0s(Wyp Ny T+ 2K, 2 o X = K~ p P, =2 2222 29
) T lv““x s Ry 2 iR, Qo( Uu) Dr. x ) (29

Substituting (29) in (7), we get the following condition of observation of
a focused image:

pee G )/l (5
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Since the quantity vp/vi«l, the image will be observed practically in the

same plane as for a stationary object. Conside~ing this fact, and carrying
out the integration, we get a function that describes one of the reconstructed
images:

ra|S*

sinl"[m .+ QK'% e v 9;"_;_"15(,_0_ "‘5)1' a j[
Vig) -C - e e

Ty 2nym ,
[u nlnn,u .t -—é”—l(:v.u-n,_s);

u—.‘E"
-

The position of the image is determined by the equation

R R Y
5 Xp, WiRe | o
n, 2K1ﬂt Ng v.q

Obviously motion of the object is equivalent to introducing an additional
carrier frequency on the stage of recording the radio hologram, and it leads
to displacement of the image. The optical processor uses the real image that
is recorded on photographic film. The field of view on this film is limited
by a diaphragm that cuts off background illumination. The quantity v, may
reach a value such that the image of the object will not be registered at

all because of the shift.

Motion of the object in the azimuthal direction (along the x'-axis) with ve-
locity vy is equivalent to a change in the flight velocity of the vehicle.
In this case, relation (9) that determines the position of the focused image
along the z-axies can be rewritten as

feraRy/2d nt ety Re ,,/21‘ (v,- 'U)

'y

Thus motion of the object along the x'-axis leads to a change in conditions
of focusing by the quantity

U U

ep-pe2py °(1--°)/(1 —l)’ (30)
where p is defined by expression (9).
If vo<vH, then

Spe 2pujuy . (31)
From equation (30) we can get
m, e U1 - W‘S.P/‘P rsﬁ

On the other hand, fromthe simplest geometric considerations we find the fol-
lowing expression for resolution of the RSA along the z-axis (longitudinal

resolution):
Ap-ﬂidli'vn)'/ﬁe‘ﬂ,.' “ 2(8x) Ay (32)

10

APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000500050039-9



APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000500050039-9

FOR OFFICIAL USE ONLY

The depth of focusing Ap is defined as displacement From the focal plane along
the z-axis by a distance for which the azimutkil resolution Ax' detrriorates
to half as compared with the diffraction limit (12).
To observe a focused image of an object moving at velocity vy, additional
focusing of the optical processor is necessary. The velocities of the object
at which focusing is necessary we get from the condition Ap<&p, where &p is
assigned by (31). Using (9) and (32), we get
v e(ax)2y, /AR, .
At lower velocities of motion of the object, refocusing of the processor is
not required, and deterjoration of image quality can be considered insignifi-
cant.
6. Conclusion
To describe the working principles of the RSA, in addition to known methods
[Ref. 1, 2] that have been extensively used heretofore, a holographic approach
can be used that represents the RSA and the optical processor as an integral
unit. The given examples confirm the phys.cal clarity and fruitfulness of
the proposed approach for analyzing the RSA.
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UDC 621.391.266

EQUAL OBSERVATION PRINCIPLE AND ECONOMIC ALGCRITHMS FOR SIGNAL PROCESSING
IN QUASI-HOLOGRAPHIC PULSE-DOPPLER SYSTEMS

{Article by B. S. Mush]

[Text] An equation is given that relates the signal of a
quasi-holographic pulse-Doppler system to a function that
describes reflective surface properties. This is called
the principal equation. An equal observatiou principle is
" introduced that minimizes uncertainty in evaluating the
reflective surface function that arises in solving the’
principal equation. Algorithms are considered for solving
the principal equation by a direct method and by the method
of fast Fourier transforms to calculate correlation sums,
and the efficiency of these algorithms is evaluated with
respect to a criterion of the minimum number of operations
per unit area of the surface being evaluated with consider-
ation of the equal observation principle. It is shown that
there is an optimum ratio of sides of the correlation matrix.

The concept of the quasi-holographic pulse-Doppler system was qualitatively

introduced in Ref. 1. The signal S(t) at its input can be represented as

an integral equation of the first kind with a difference kernel and unknown
K reflective surface function:

S K LXET2) K- Fogetedy - st exp2itt,
j";?f) - s04)- I, 200)

/( )\ isrthe wavelength qj the system,
Kr(") =G (Tytr)) - op- /f*)'y

K (t Q{p} ex/‘lz:Al"

‘;’ TE)=Ylt)+ 5 ef

909.2)- 2 6X(Z) ‘Z

= Q(t) is a complex function that characterizes the share of the emitted signal;
X(t), Y(t), Z(t) are the projections of the radius-vector of the phase center
of the antenna on the x, y, z axes of the coordinate system fixed to the sur-
face on which the region [Lgoy, Loy] of definition of £(x,y) is assigned, the
y-axis being collinear with the ray corresponding to the maximum of the an-
tenna radiation pattern G(x,y,z), and

__ | F/:y,z) -X) [‘(
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The initial equation, which will hereafter be called the principal equation,
can be represented as a system of two homogeneous difference equations:

2/((.‘/{:‘/ Al z/f‘/i, @),
K. (Xt)=). f{x;/o’a - 4 tyt)

Systematic solutiop of this equation leads to finding the reflective surface
function -- a procedure corresponding to the main job of the radio-holographic
system.

To analyze the problem of synthesizing economic algorithms for solving the
principal equation, it is sufficient to consider a procedure for solving
either of the equations of this system. To be specific, our further analysis
will apply to the first equation, and we will omit the subscript y in denoting
the interval of evaluation of the reflective surface function.

In actual systems, the signal 1is measured on the finite interval L, over which
the estimate of the reflective surface function is defined on some interval
Lo. If the interval of surface coverage Lg is commensurate with Ly, then

a contradictory situation must be considered: either the reflective surface
function is evaluated from signals generated by a reflective surface function
with region of definition much greater than Ly, or the time of observation

of elements of the reflective surface function on interval L, is inconstant.
Both factors cause uncertainty in estimating reflective surface functions
when solving the principal equation. In connection with the given signal
formation property due to the structure of the kernel of the principal equa-
tion, we formulate the equal observation principle: when solving the princi-
pal equation with respect to signals assigned on a fixed interval of observa-
tion Ly, the intervalsof estimationof the reflective surface function L, must
be selected such that all its infinitesimal elements are observed for an equal
time.

Calculation of the estimate f of the reflective surface functionby means of
the kernel R of the inverse transform causes considerable difficulties that
are associated with the necessity of carrying out a large number of arithmetic
operations for computing correlation sums of the form

j: z p[[-u} 5,,

hs=o

Anqll cey /J'{‘

where fx and Sp are discrete readings of the functions £(x) and S$(X).

(1)

Inthe direct method of calculating fy, 2NP multiplications and additions
must be carried out. Use of the method of generalized Fourier transforms
enables us to apply effective fast Fourier transform methods [Ref. 2]. Let
us consider estimates of fyx obtained by the method of fast Fourier transforms.
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Let P<N. Then assuming periodicity R(n) with period N

N - ~

F=-F V)R il

~ d 4 ’
where S;(N) and ij«(N) are generalized Fourier transforms of Sp and R(n) on
the interval j=0) 1,... N-i with period N, and F~! is the inverse gener-
= alized Fourier transform. In the following, we will limit ourselves to the
use of fast Fourier transforms to the base 2. Then to calculate f it is
necessary to perform (31log, N+2)N arithmetic and logic operations (3Nloga N
in calculating the fast Fourier transforms, N in multiplying spectra, and N
- in transposition of data).

Let P>N. Then the assumption of periodicity R(n) with period N is rot per-
- missible. Let us turn to a widely used method: we write sum (1) as

£- "5:: R(#-n) S,

i,is.. 1f 0sng V-1
0, 1if ﬂ'>/v,
”:A. aol'l ot ID ~t.

Now the assumption of periodicity R(n) with.period P is permissible. Then we
have . . .

Lrsm By,

n (," ' J('L ) !

from which it follows that to calculate sum (1) it is necessary to carry out
P(3 logs P+ 2) operations. .

The given formulas for calculating the number of operations still do not de-
termine the economy of one method or another. The formal index A that charac-
terizes the economy of a method is the number of operations per unit of area
of the surface to be evaluated.

The indices obtained aboﬁe for the number of operations must be normalized
to a quantity proportional to Lo. According to the equal observation princi-
: ple, the quantity L, 1s related to Ly, viz.:

I-'-'o ‘ LG -L,- . (2)

- Using the notation P/N= 1, we write

Lo “Tll‘,

whence
JZ(/-I o
Lr“ ]v-?'—. P, &)
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where ng) 18 the width of the m-th Fresnel zone, 'equal to

)

m)
Ll-p = yem-4 [-",’l

and u is the number of the Fresnel zone corresponding to the edge of the radi-
ation pattern.

In accordance with the condition of impermissibility of frequency super-

position [Ref. 3], the number of readings N on interval Lr must satisfy the
inequality

L,
> T (4)
N>
where § is the discretization step equal to k(/z_u—-_f -/2u-3).

Based on formulas (2), (3) and (4), we have

/«/ , JZU.?T"E
4 a;/?u“?]"-./zu 3 )

PPy AT
- ' /['*-p

The resultant formula is a generalization to the case ¢¥0 of the well known
rule of complex signal theory: the product of the signal band (denominator
in (5) -- B. M.) multiplied by its duration (numerator in (5) -- B. M.) is
equal to the number of readings of the discretized signal [Ref. 2], which ~
is valid only for e=0.

It can be proved that

/
/ > - —— " )—
b (V201" - == "3 ] =0

tH-» >

From this, using (3) and (5), we get the asymptotic equality

) - L N -
rficiec) S (6)
or
oo e yn
L. Vit +7) N [,,,,
Then

2. T L
Z"‘; “Fltr 1) /V«Z‘P for the direct method,
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for the method of
fast Fourier trans-

N LTt /T
[:J; .L—;D‘N.l(‘ju‘/lﬂ/‘*‘\’,l'if ?‘l

- ‘ % form
ﬁg' Aaet)-N (%y!” t) |, 1f 71 orms
Lyl i " Fig. 1. Number of operations A
/ o per unit of surface as a function
/ ” L 2t of the number of readings on the
—L'-\. = .z interval L of signal observation
¢ , \ i ! . with use of the direct method (1)
y N H and the fast Fourier transform
. X‘/I - e method (2) for values of T=1/N
¢ % s — (--=--- ), 1 ¢ ) and 7.0
' ///.'/{_/ - (= —e—+=)
a5
- ]

3 v 3 o lﬁoroﬂ’-'c'yz/\r'
The resultant relations imply (Fig. 1) that when using systems with one or
a few readings (Lo = 0) the direct method is preferable, the advantage of the
method of fast Fourier transforms increasing with N. When a many-reading
system is used, beginning at some value t> 1/N, the fast Fourier transform
method has the advantage over the direct method at any values of N. Analysis
of the relation A= f(t) shows that when T %1, the method of fast Fourier trans-

forms gives the maximum gain compared with the direct method for any N (Fig.
2). :

e o e m e e e v eme e o)

y o r

6

/—J--“‘
I I a2 e a2

Fig. 2. Number of operations A per unit of area as a func-
tion of the ratio L, /L. for N= 32 when using the direct
method (1) and the gaat Fourier transform method (2)
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In the case of limited processing intervals congiderably smaller than Lg,
2X-gtage signal processing can be used [Ref. 4] in which so-called preweighted
- accumulation on the first stage 1limits the band of the signal S(t), and the
main processing is done on the second stage. Such a structure reduces require-
ments for speed of processor devices. 1In this case the considerations given
above concerning A are suitable for each of the processing stages individually.
Let us analyze the necessary productivity A for 2X-stage processing. On the
first stage, the parameter 1=1/Npp (Npp is the number of readings of the
input signal) is small, and consequently on the first stage the direct method
has an obvious advantage over the method of fast Fourier transforms. On the
second stage the parameter T= P/vL (v, is tha number of signal readings at

the input of the second stage). On the whole, the productivity A for the
2X-gtage processing can be written as

LA A"

where A1) and A(?) are the numbers of operations on the first and second
processing stages per unit of area of the reflective surface function to be
evaluated. Based on the above discussion, we can write for the direct method:

¥, 22(142) (A%;/
- A “_ 2 Ny, V200:8]
A"-2fle> S0
- Z] z \P_ 3(/+272
_ A= {Lm)

and for the method of fast Fourier transforms

%W) g@_t/ L " Géﬂmjw@g Lm‘ *0] if <1,

l»’(sfvﬂ_'jj /m) [5/?‘(#?}*6'4} 5#9] 15 > 1.

Analysis of these functions shows the presence of an optimum for the function
A= f(1) at fixed values of L. and L( ). Calculations show that for different
values of these parameters tﬁe quantfty T may differ considerably from 1,
and the gain from using the fast Fourier transform method becomes less pro-
nounced than for one-stage processing. Thus the selection of the method of
calculating correlation sums must be accompanied by computation of k in each
specific case. .

I thank L. S. Al'tman for constructive discussion of the matters considered
in this paper.
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UDC 21.391.266
SYNTHESIZING QUASI-HOLOGRAPHIC SYSTEM ADAPTIVE TO REFLECTING SURFACE
[Article by B. S. Mush]

[Text] The paper notes difficulties in practical realiza-
tion of optimum methods of solving the principal equation

- of a quasi-holographic system that are related to absence
of a priori data and in large measure are eliminated when
algorithms are used that are adaptive to a reflective sur-
face function. The principal equation of a pulse-Doppler
quasi-holographic system is given with its optimum solution
in the sense of the minimum rms deviation of the estimate
of the reflective surface function from its exact value.
An algorithm is described that is adaptive to the operator's
gignal when the structure of the operator is identical to
that of an optimum operator and realizes an iterative pro-
cedure of successive approximations. The article presents
the proof of convergence of the iterative procedure and
gives the results of a numerical experiment on studying
effectiveness of the comstructed adaptive algorithm.

Optimum methods of solving the principal equation of a quasi-holographic sys-
tem [Ref. 1, 2], despite all their advantageous properties in the sense of
estimation of the reflective surface function £, cannot be realized in cover-
ing real surfaces, since in most cases even the energy spectra of the reflec-
tive surface function are a priori unknown. However, optimum operators enable
- us on the one hand to synthesize suboptimum and adaptive algorithms that im-
prove the estimate of the reflective surface function by "signal tuning",
and on the other hand to evaluate the quality of these algorithms with respect
to the degree that the estimate approximates the optimum. The problem of
constructing an adaptive algorithm should be considered solved 1f "we manage
to construct algorithms... that use only realizations accessible to measure-
ment" [Ref. 3].
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Taking our lead from Ref. 2, we write the principal equation as
] —
SK[XH)-J f(a,j)c/x = (b exp2uh Y(E) + ndt), 1)
.o° / )

where S(t) is the signal at the input of the antenna systenm,
2 ,'_11
= —_—— - ————

X(t) and Y(t) are projections of the trajectory of the phase center of the
radiating and reception systems with polar pattern G(x/y(t)) on the x and

y axes of the coordinate system fixed to the reflecting surface, k= 2'rr/A,

) is the wavelength of the system, n(t) are noises of the system, y= 3-9+ y(t),
0=t~-T,, Tp is the repetition period, and n is the probe number.

In the following we will examine equation (1) as an integral equation of the
first kind, and treat its solution as a formalized target of a quasi-holo~
graphic system.

The optimum estimate f of the reflective surface function can be found by
using the Wiener-Kolmogorov operator with kernel Ropt [Bef. 2, 4]:

j(a Jp [x-K]- sct)-op 2k Yt ) o,
(T}

where
h

Rpe (2] J/AQaH/K(a)/Z VPP,

B(p) =N(p)/|f(p)|z, N(p) is the energy spectrum of n(t), T is the processing
period, the symbols ( ) and (*) denote the Fourier transform and the complex
conjugate respectively, or in the form of the spectrum of the estimate

F oyt 5 ()
=< * ’ (2)
/) (P) !
where vgpt is the optimum value of the Tikhonov stabilizing factor [Ref. 4]
which is equal to . K( ”
‘)‘1" ( H‘P), - IKCp s 1_
,\/(/, Hﬁ/o)l ]K(/J)l 3

A special case of the optimum operator when B(p)>>Max|K(P)| is an operator of
the type "matched to a point object:

ﬁ(l)aa_i/(w(/a) expy 1'(/), )
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Let us now consider the structure of an adaptive operator. Let us have a
zero approximation of the estimate of the reflective surface function £o(x)
that can be obtained by an operator that does not depend on the reflective
surface function or noise, e. g. of type (4). Let us call the function fj(x)
the estimate of the reflective surface function in the n-th approximation.
The Fourier transform of this fimction takes the form

Y (n) ~ A s Nk A
L) QP 1L K 0p)
r ) K(p)  Np)+!E 1% /K(/,)?_ SGp), (5)
(n)

where Vopt is obtained from formula (3) by replacing |'f| by its (n-1)-th
approximation, and n= 0, 1, 2,... This formula, combined with the formula
that assigns f,, describes the iteration procedure. Let us prove existence
of convergence of the sequence to_a limit that in the sense of rms deviation
is closer to £ than any estimate ‘fn at least at a sufficiently low noise
level.*

- We assume that
X ~

fo~=K 'S,

then

~n
A

_ | WA
. =W R R

Let us consider the positive definite function

=T

, &, (P) = —5— 51— -

. 0PI =TT

If 09,1(p)> 1, the first-approximation estimate of the reflective surface func-

tion on the interval of assignment of spatial frequencies p gives a gain in the
sense of rms deviation as compared with the zero-approximation estimate.

We can see from the expressions for ?o and "le that
(- IK )
0., (p)= e
W P)= | TTIRIET |
NEIRT 1512
which implies that the function Go’l(p)-roo as N»>O.
Analogous arguments are valid for an arbitrary function Op-1, n- Consequent-—

ly, at least for a sufficiently low noise level, the n-th estimate of the
reflective surface function gives a gain compared with the (n- 1)-th estimate.

*An operator of type (4) is optimum at high noise level.
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To verify the conclusions drawn above, a computational experiment was done.
The conditions of the experiment consisted in assigning the reflective surface
function as a data file of complex numbers f(2), £=0, 1,..., N-1 with Ray-
leigh distribution of the modulus and uniform distribution of the phase on
interval [__‘F,),’ ]. The signal was formed in accordance with equation (1). The
estimate fn(2) of the reflective surface function was calculated from formulasg
(2) and (5). Quantitatively, the quality of the estimate was defined by the
quantity B calculated from the formula

B(n) ~ (4 “l e )

#iEw 1LV

where 0<B<X 1.

The function n(t) in (1) was simulated by an uncorrelated number sequence,
and the noise level was assigned by the quantity vy:

x> T,
y- LLIRPN
N(p)
where the symbol (—) denotes averaging of the sample.
B
0,3
g2
ﬁnrt —————————————
ol
c [ 2 3 4 6 In

Normalized rms deviation of the estimate of the reflective
surface function as dependent on the number n of the step
in the iterative procedure of the adaptive algorithm

The figure shows the results of the experiment for y=100. The experiment
demonstrated convergence of the procedure described above, in which there
is an appreciable gain in quality of the estimate of the reflective surface
function up to the fourth step of the iteration.

I thank Yu. V. Kuznetsova and I. V. Garina for their contribution in doing
the experiment.

21

FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000500050039-9



APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000500050039-9

e

kj‘\‘l

i

o

o

e .

FOR OFFICIAL USE ONLY

REFERENCES

1. Kondratenkov, G. S., "Synthesizing an Optimum Method of Processing Radio
Holograms", RADIOTEKHNIKA, Vol 33, No 5, 1978.

2. Mush, B. S., "Synthesizing Artificial Aperture for Microwave Radio Holo-
grams Reflected from the Surface of the Sea", RADIOTEKHNIKA I ELEKTRONIKA,

Vol 25, No 7, 1980.

3. Tsipkin, Ya. Z., "Osnovy teorii obuchayushchikhsya sistem” [Principles
of the Theory of Learning Systems], Moscow, "Nauka'", 1970.

4. Tikhonov, A. N., Arsenin, V. A., "Metody .resheniya nekorrektnykh zadach"
[Methods of Solving Incorrect Problems], Moscow, "Nauka', 1974.

UDC 621.396.67.001.24:778.38

DETERMINING INTERCOUPLING OF SPATIALLY COMBINED ANTENNAS BY RADIO HOLOGRAPHY
METHODS

[Article by R. A. Orlov]

[Text] A method is considered for determining the mutual
immittance between two spatiallycombined.reciprocal antennas.
The method is based on using radio holograms recorded cn

a closed reference surface covering the interacting atnennas.
A basis is proposed for describing the radio holograms with
arbitrary distance of a spherical reference surface from
the antenna to be analyzed. A solution is given for the
problem of finding the immittance of two collinear dipole '
"antennas.

Finding the mutual coupling between antennas that are spatially combined in
the limits of a single radio engineering complex, or between elements of the
same antenna system is a problem of considerable current interest both for
analyzing electromagnetic compatibility and in the design of complex antenna
facilities. An examination of the voluminous research devoted to solution

of this problem shows that the measure of intercoupling in all these cases

is the mutual impedance determined by various methods, including the method

of induced emf's [Ref. 1], the method of the angular spectrum of plane waves
[Ref. 2], etc. However, all these metheds make essentlal use of the structure
of the interacting antennas, which at times is a severe impediment to solution
of the formulated problem, especially when it involves antennas of different
types. A way out of this situation might be to use a method of analyzing
intercoupling relying only on the distribution of the electromagnetic field
set up by the antennas being studied on some surface in the vicinity of the
facility on which they are installed, 1. e. a method that utilizes radio holo-
grams of the fields of radiation of the antennas. The reference surface must
be situated in the near zone of the antenna system to be analyzed, and the
algorithm for calculating mutual impedance must enable simple and effective
use of computers.
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These requirements are most simply realized if the analysis of intercoupling
uses a law of conservation of electromagnecic energy in the space that con-
tains the interacting antennas [Ref. 3]. This law can be written as

- " 138 ! <h TN
ZAYEM ) s « S8, 3+ H 2 av]s 2 S(LEYW -0, o
Lxe s h's =

where %i,ks ﬁi,k are fields set up by antennas "i" and "k" at an arbitrary
point of the volume V bounded by surface S; & is the unit outer normal to
surface S; iy are the currents in the antennas; N is the number of interacting
antennas. The surface integral in the braces in (1) defines the flow of ener-
gy from all sources to the surrounding space, and the volume integral defines
the total energy of the overall electromagnetic field stored in V. The last
term characterizes the balance of the powers in each of the interacting an-
tennas as determined by the power fed to the antenna from the oscillator,

and the sum of the partial powers induced in this antenna by all other radi-
ators.

Let us assume for the sake of simplicity that the interacting antennas are
located in free space, and that the radiated fields are monochromatic and
are linear functions of their generated current distributions. Then, repre-
senting the values of the powers in each radiator as the product of currents
Iy multiplied by the equivalent applied voltages Uy (comprised of the excita-
tion voltages and the sum of the induced emf's), writing the system of equa-
tions for the currents in t.e antennas with consideration of their mutual
impedances, where the corresponding Uk are in the second members of these
equations, and solving this system with respect to impedances, we get the
following expression for the mutual impedance of an arbitrary pair of radia-
tors:

($)
2, - 2. hd 'Z::) >

2 = %%(HEL,H‘;] + [E.'::Hl”n ydg, (2)
2 = F T EED) (BB~ (M) - (M) o

where the primes denote fields set up by antennas in which the current dis-
tributior is normalized to unity.

An examination of expressions (Z) shows that radio holographic information
can be used only to find the component z ﬁ> determined by distributions of

the fields of radiation of the antennas over the surface S that encompasses
these antennas. Moreover, we can readily see that to get this component it

is sufficient to integrate the radio hologram obtained by using the field
distribution of the other interacting antenna as a reference signal. However,
there are considerable difficulties involved in directly producing such radic
holograms, and it is preferable in this problem to use holographic information
in the form of distributions of the amplitude and phase of the field of radi-
ation of each of the antennas individually. Such information also enables us
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to find the parameters of the antenmas with consideration of their interaction
and conforms to present-day methods of recording holograms in the radio wave

band.

Sequential registration of radio holograms assumes storage of data files on
amplitude, phase and polarizaticn of the field over the entire surface S,

i. e. a large volume of operating computer memory, a requirement that in-
creases with increasing ratio between the linear dimensions of the investi-
gated antenna system and the wavelengtk of the radiated field, and involves
a cumbersome procedure of successive computations with the use of these data
files. Therefore when finding z 1) it is desirable to use a method of field
representation that sharply reduces the volume of stored information while
retaining data about the radio hologram on the entire surface § and to de-
scribe the field distribution at an arbitrary distance from the antennas (in-
cluding in the near zone), which corresponds to conditions of radio hologram
registration on measurement stands.

The simplest closed surface 1s that of a sphere; when such a surface 1is used
as S, we can represent the ampliphase distribution of the field on § as an
expansion with respect to spherical vector wave functions [Ref. 4]:

He = 2 6 X 00 - 3 rot [ g0, () X (8.00])

€so me-C

Els 53 ot [§e ) Xeu (0] + Q1 ()Xo (00

€20 me-t

(3)

where

X,..(6.%) ﬂ—%ﬁ Yo 08) 3 k= -i [V

is a vector differential operator; Y,;(0.¢) are scalar spherical harmonics
that take the form

2ol (2-m) T ,
ng(a.‘i’) = '["ZT' "(%T."))i ] B (cosb) explimip].

Outside of the sources, the radial functions can be written in the form

$ ()7 Op(Em)eCke) &+ @g () # Oy (6m) g (k) )

where hél) (kx) are spherical Hankel functions, and the coefficients ag(L,m)
and ay(2,m) in the genera. case are defined by the following formulas:

' K , .
g (&m) - ;—eg—ﬁ'— ‘SYC: (6,4) * P %‘ [ch(kr)] '
o+ B D) jelke) - ik oy ([M])je(k)| v

Al Em) s (Y, G| div(E [T je(kr)

i-VE(Ewl) v

« divM %[rje(kr)] _ k!(r‘n)je(kr)ldv,

|3

()
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in which j,(kr) are spherical Bessel functions of the first kind, integration
is carried out only over the region that contains the sources, and M denotes
magnetic current gensity. In practice, these expressions are considerably
simplified since M= 0, and the charges and currents are related by the equa-
tion of continuity.

The given expansions are valid at an arbitrary distance from sources of radia-
tion with the exception of a sphere of minimum radius that contains the system
of interacting antennas and is determined by the maximum overall dimensions
of this system. Thus, assuming that the surface S has the form of a sphere
of radius R, substituting (3) in (2) and considering the absolute convergence
of the series with respect to vector spherical harmonics, as well as the con-
ditions of orthogonality for these series and the fact that the normal & coin-
cides with the radial unit vector ¥, of the spherical coordinate system, we
- find

'U) = LP Z: Z ‘ [gkfm gt‘n g‘l'm g:f: +

+ imn 51':» - &liln kfm]+ Queu. dg'ml,.,? (6)
) "* dgire «
~ Qe L In-n * jﬂn df‘hlr.p 5lle... d*"mlr.p]

Now let us consider the contribution made by the real and imaginary components
to the quantity z k . To do this, we will assume that the surface S is situ-
ated rather far away (radius R is large) and we will use an asymptotic repre-
sentation for the spherical Hankel function at large values of the argument.
Then we get the expression

“) ¥ & Z i; ’ [aln am h¢ qlm am * au Q‘: + Qu q:.]*

& [Alaa, - 0nain+ Oy aye - a, au:”

€))

from which we can see that the component of mutual impedance z{k) in the gen-
eral case has a reactive component that approaches zero as radius R increases.
Carrying out an analogous study of. the other part of the mutual impedance
that differs only in the fact that integration in this case is carried out
over the space external to a sphere of large radius, we can establish the
purely reactive nature of component zgi).

Thus, radio holographic information enables direct determination only of the
resistive component of mutual impedance between spatially combined antennas.
Let us deal briefly with finding the reactive component of mutual impedance
Imz4y. Here as a rule we use indirect methods based on utilizing additional
information concerning the resistive component of mutual immittance, and name-
ly the way that Re z4) depends on electrical distance between antennas or on
frequency.
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The first such method makes use of the fact that the dependence of ReZjy on
spatial separation of the antennas is oscillatory and vanishes at values of
the phase of zyy equal to y==-n/2-mw(k—-1) [Ref. 5]. Taking these points
as nodes of interpolation, we can find the phase function of mutual iupedance,
the modulus of 24 and then Imzjyy. At small distances between antennas, the
phase function is determined by extrapolation only to the middle of the '"main
lobe" of the function Re zyy, since in a close approach the inductive and stat-
= ic fields of the antennas begin to make the major contribution to the reactive
component of zyy.

The second method uses the frequency dependence of the resistive component

of mutual impedance Re zji (w). While a similar approach was suggested in Ref.
3, the method considered there for determining the frequency dependence of
the Green's function and subsequent summation with consideration of the dis-
tributions of currents and charges as well as the configuration of the an-
tennas to get the complete reactive component of zyy is rather awkward and
complicated. Besides, it is completely unsuitable if we are using only radio
holographic information. Therefore when finding Im z4p it is advisable to

use direct reconstruction of this component from the Xependence Re 24 (w) based
on algorithms available in the literature [Ref. 6]. The resultant error due
to the fact that in the general case the system of interacting antennas is
not a minimal-phase system in view of the presence of multiple scattering

is a small error, and the accuracy obtained in any event is no poorer than

in the method of induced emf's that accounts for only one-time interactionms.

In conclusion, we give a solution for the problem of determining mutual im-
pedances of two thin dipoles of arbitrary length. Let the antennas be situ-
ated on segments z€ [a, b], z € [-a, -b] of the z-axis, and let them have
small gaps in the center for excitation. We take the current distribution

to be the same in the antenna systems, and we assume that this distribution

is described by an even function of z and vanishes on the ends of the antenna.
Since the currents are radial, (%, T] = (0, and all components of magnetic multi-
poles are equal to zero. The current density appearing in expression (5)

is determined in spherical coordinates for r € [a, b], and in the case of har-
monic time dependence, it can be written as

: L) = 22 s (°) 8(c0s8 3 4) enp |- iwt], ®

where § is the Dirac delta function. Determining the charge distirbution
on the basis of the equation of continuity, and calculating the integrals
appearing in (5) over © and ¢, we find as already noted in Ref. 4 that for
such antennas only multipoles with indices m=0 are excited. To calculate
the radial integral we must know the current distribution along the antenna
normalized to the maximum. Considering that this distribution can be
represented as a Fourier expansion, and for the sake of simplicity taking
I;,2(r) as coincident with only one spatial harmonic of the expansion, the
_ remaining integral can be computed fairly easily, yielding

e+ 2 ﬂp@r{k(mb)]‘ ($(arb)- kajfka)- kbj, (w)],

e(erd)

9
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- . The general expression for the active.com@onent of mutual impedance in the
given case takes the form:

Ra * gu Z‘qu q;: * q?:‘a;l‘

Substituting expression (9) in this expression, we get the following relation
for calculating the resistive component of immittance of the two antennas:

} .
Rur 3 5 2t et s Ve

+ K0 (kb) - 2Ka (a+b)j, (a)j (Fla- 1) - 2Kb (ar b)e (10)
* je(rb)j (§(2+b) + 2K'abj, (ka) Je(BY].

In accordance with expression (10), calculations of R;, were done for dipoles
of length A/4 as a function of the electrical distance 2a/) between antennas.
Comparison of the results of the calculation with a curve for the mutual re-
sistance under the same conditions calculated by the method of induced emf's
[Ref, 1] showed that both solutions give similar relations for R;,. Maximum
discrepancy is no more than 5% with 10 terms retained in the series. It should
be noted that when the distance between dipoles is increased a greater number
of terms must be considered, involving an increase in the radius Ry of the
sphere that contains these antennas, which agrees completely with results
obtained previously on the necessity of accounting for terms with indices

22 kRy in calculations [Ref. 7].
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UDC 535.317.1
MEASURING PARAMETERS OF SCATTERING BODIES BY RADIO HOLOGRAPHY METHOD
[Article by A. Ya. Pasmurov]

[Text] An edge wave method [Ref. 1] is used to get ana-
lytical relations for calculating the scattering charac-
teristics of individual "shining" points of an ideally con-
- ductive cylinder of finite dimensions. On this basis an
equation is derived for a a standard complex Fourier radio
hologram, and a test algorithm is developed for modeling
the radio holographic process. It is shown that the poten-
tial accuracy of measuring the effective scattering surface
- of "shining" points of an object by the method of Fourier
radio holography can be brought to 0.5 dB.

The results of theory, modeling and experiment are compared,
and recommendations are made on standardizing measurements
of local scattering characteristics of hodiea.

To golve various applied problems in diffraction of electromagnetic waves

in the high-frequency approximation requires diagrams of the effective scat-
tering surface of individual "shining" points of an object. Such scattering
characteristics, termed "local" [Ref. 2], can be obtained analytically or
experimentally. It is advisable to use theoretical methods for calculating
local scattering characteristics of ideally conductive bodies of simple geo-
metric shape (cylinder, cone and the like). The local scattering character-
istics of a complicated shape can be determined only experimentally as a rule.
Methods of radio holography are used te do this, in particular the method

of invertsd synthesis of one-dimensional Fourier radio holograms by rotating
the object around its center of mass [Ref. 3, 4].

A fundamental condition of doing experiments of this kind is the availability
of a reference scatterer for which analytical expressions can be found that
describe its local scattering characteristics. The reference is necessary
for getting a quantitative measurement standard, for checking operation of
the experimental facility by comparing theoretical and experimental data,

and for evaluating the experimental error. In addition, the reference can
be used to model the radio holographic process. The latter circumstance is
the most important since the method of Fourier radio holography has a funda-
mentally inherent error of measuremeat of local scattering characteristics
whose causes will be elucidated below. Comparison of results of theory and

28

FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000500050039-9



APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000500050039-9

ik

FOR OFFICIAL USE ONLY

modeling based on general analytical relations enables evaluation of the mag-
nitude of this error, i. e. determination of the potential accuracy of the
method. Comparison of the given results with experimental data enables de-
termination of the instrumental error of a specific measurement facility.

Up until now, analysis of the method of radio holography has relied on use

of a hypothetical body made up of a set of point scatterers [Ref. 3}. Ob-
viously such an object cannot serve as a standard. In our paper, an ideally
conductive cylinder of finite dimensions is taken as the reference scatterer.
The edge wave method is used to get analytical expressions for calculating

the local scattering characteristics of this reference. On the basis of these
expressions, an equation is derived for a complex one-dimensional Fourier
radio hologram, and a test algorithm is developed for modeling the radio holo-
graphic process.

Upon diffraction of a plane wave by an ideally conductive cylinder of length
1 and radius a (Fig. 1), a scattered field is formed in the far zone whose
components for E- and H-polarization are respectively equal to [Ref. 1]:

-“i ei!k -
EV 2 EOIT Z(ovo!) ’ : (1)
Lo, e
Eo 3 Ha 5 22(9,9,), @)
where k is the wave number (k= [ky| = |Kg]).
=
%
! y4
-

Transmitter
X Receiver

Fig. 1

In contrast to Ref. 1, the angle functions I(98,8,) and £(8,8;) are represented
in the form of three terms, each characterized by a corresponding scattering
center of the cylinder (Fig. 1),

E0,0)= 50,8+ £,00,0,)+ (0.5, )
2(0, o')=8{0'00)+ﬂ2( 0; oo) + 8’("»%’9 (4)
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i o (cosoe
R 0,0,)= KEI®) i) e “”:" i) )
: 50,00 = fol-9,(5) +iZe(i et * ¥imsooi) ©
] 0
2 (ﬂ 1’.) f’[- '(s)"lgi(g’] t ! (mo' s .)! (7)

where J, and J, are Bessel functions of the first kind of first and second
. order respectively.

§ - ka(&m"* suw,)

For the functions I,(6,80) (n=1, 2, 3) we can get expressions analogous to
(5)-(7) by replacing the functions f  with g, defined by relations

f,} in & [(m.‘ -me——!') (m!. m—"—'ﬁ)"] (8

] smm [(mg_m.?y;(m%-m L8 ' 9

q»},fw_@_[( S M- B, o)
m=3/2.

Expressions (3) and (4) are valid under condition that 8< /2 and n/2+8<8o<m.
Otherwise the number of terms in these equations may be less than three due
to eclipsing of other scattering centers. Setting 6=6o everywhere we can
easily pass to the single-position case of observation (B=0). The resultant
formulas enable calculation of the local scattering characteristics of an
ideally conductive cylinder as a reference standard.

- Simultaneously from equation' (1) we can find the amplitude Ag and phase ¢g
: of the wave scattered by the object for E-polarization (analogous expressions
~ follow from (2) for Ay and ¢y in the case of H-polarization):

As, 2 Eo &y Brag), (11)
Pp(0,0,)= kR + /2 + Arg 2(2,4,), (12)

where Mod_and Arg denote respectively the modulus and argument of the complex
quantity £(6, 6g).

Using the latter equations and choosing the appropriate parameters of the
reference wave, we get the following function of the complex reference Fourier
radio hologram for an ideally conductive cylinder in the case of finite dimen-
sions in the case of E-polarization:
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helec) = Mod 0,0, )Y 200, RE)
By analogy we have for H—polarizati(.\
h, (=) 'Mg\r‘%#‘)ew” X(sﬂ.). (14)

The x-coordinate on the surface of a radio hologram fixed in some way is re-
lated to the angular coordinate 6 by the expression

where w is the angular velocity of spin of the object, vg is the rate of regis-
tration of the radio hologram on the recording material.

Reconstruction of the image corresponding to the position of the object at
time t=0 (t € [-T/2, T/2], where T is the interval of synthesis of the radio
hologram) reduces to truncated Fourier transformation of the functien of the
radio hologram [Ref. 4]:

w2
V(w,)a-f h(m)e""r‘ax \ - (16)
e

where wy is the coordinate in the image space.

The intensity of the image, from which the local scattering characteristics
of the object are determined [Ref. 2], is

Wiw,) = V(o] : an

The algorithm of digital modeling of the radio holographic process reduces

to the following procedures based on expressions (13), (14), (16) and (17).
Assigned as initial data are the dimensions a and ! of the cylinder and wave-
length A. The functions hg(A6°:p) and hy(A6°+p) are calculated in discrete
form, where p is a whole-number parameter that ensures a range of the argument
in the interval 0<96<2r. The discretization step A8 is determined in accor-
dance with the theorem of readings from the condition A8<1/l. For subsequent
processing, readings are selected from the total data file of values of the
functions hg(A8°p) and hy(A6+p) that correspond to the angular- interval

8y~ Yg/2< A0 +p< By + ¥g/2, where 6y is the required radius of observation of
the object, ¥g=uT is the angular size of the radio hologram. The latter

has an optimum value [Ref. 3] equal to Yg= (A/21)%. The image of the object
for aspect 6y 1s reconstructed from the corresponding sample by the fast Four-
ier transform algoritim. In this connection the step of image discretization
is equal to duy = A/Z‘&'s. Finally, the images of individual scattering centers
are identified with respect to function (17), and the local scattering charac-
teristics are determined.

In Fourier analysis of limited data files, the phenomenon of "blurring" of
spectral components arises [Ref. 5], which corresponds to the spectrum of

the scattering function of an object with a function of the type sinz/z in
the image space. Therefore, instead of a set of §-functions corresponding in
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the 1imit to the images of the "shining" points, functions of the type sinz/z
arise. The side lobes of these functions cause an error in measurement of
the local scattering characteristics that is fundamentally inherent in the
given method and restricts its potential accuracy. In other words, the images
of the scattering centers are "blurred" by the edge waves that arise at the
ends of the hologram. The level of the side lobes can be minimized by apodi-
zation, i. e. by multiplying the sample to be processed by a certain weighting

. function [Ref. 5]. We used two weighting functions in our work:

4+sn [5(209-0)/2Q) . R
ea(q)={1for alf‘?)thef q ’ §-40+andf=biad . 8
N 2q-0-4 )
C(g)=e " 1T A (19)

where q is the ordinal number of the discrete reading, and Q is the volume
of the sample to be processed. :

[ 4

0y, a

0 L ‘ -

-0 5
) I A
// R w80 130 170 6deg
/] 'Mgé‘;,.dn '

0 r

. ' [ ‘l, A
N
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-

‘l
-w / - f \ lotg i‘:‘.. dB
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- : - function (18) l‘]
*- function (19 °
J s-ng apodizgtign x- function (19) . !
a-no apodization N
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T
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Fig. 2
Fig. 2 shows the results of digital modeling for a cylinder with dimensions

a=15), 1 =4) and diagrams of the effective surface scattering of scattering
centers of the same object calculated in the single-position case by using

32

FOR OFFICIAL USE ONLY

t

APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000500050039-9



APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000500050039-9

FOR OFFICIAL USE ONLY

the relations

6, ()=af| 2 (0)}* } : (20)
pn=q4,2,3 .
6" (9) =%t 32 ()1 @1

J

Obviously the error of measuring local scattering characteristics that is in-
herent in the Fourier radio holography method may reach 3~5 dB. Use of weight-
ing functions (18) and (19) can reduce this error to 1 dB and 0.5 dB respec-
tively. Apodization leads to "expansion" of the image of each scattering
center, 1. e. to deterioration of resolution. For example on Fig. 2a, in

the case of using weighting function (19) the values of effective surface
scattering of scattering centers 1 and 2 are lacking for certain aspects
(6=110°, 120°, 130°). This is due to the fact that the images of these cen-
ters merged into one another. This effect is observed to a lesser extent

when weighting function (18) is used. Thus the weighting function for process-
ing radio holograms must be selected from the condition of minimizing the
measurement error and maximizing resoluticm.

These analytical relations were verified experimentally by the method of Four-

- ier radio holograms under conditions of an anechoic chamber. The procedure
for conducting the experiment is given in Ref. 2-4. The corresponding part
of the modeling algorithm was used for digital reconstruction of images.

- — 108753 dB b
’ af a ——
0L f;_l ,dB 10 _I
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l
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0 .‘ LI _
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» - f |
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Fig. 3
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Fig. 3 shows measured values of local scattering characteristics of an ideally
conductive cylinder of length 5\ and radius 2, diagrams of the effective scat-
tering surfaces of scattering centers, and also the results of modeling (using
weighting function (19)). The estimate of the rms deviation for the experimen-
tal values of the local scattering characteristics was 1.8 dB. In addition

to the error of the method itself, which in the given case was 0.5 dB, the
overall measurement error includes components due to background reflections
in the anechoic chamber, signal fluctuations in the reception and transmitting
channels, nonideality of isolation between polarization channels, etc. Thus
the error of measurement of local scattering characteristics introduced di-
rectly by the experimental facility is approximately 1.3 dB.

For H-polarization (Fig. 3b), the results of theory, modeling and experiment
coincide within the limits of the total measurement error. In the case of
E-polarization (Fig. 3a), the discrepancy between data of modeling and experi-
ment (especially noticeable for scattering center 1) can apparently be attrib-
uted to the approximate nature of the initial formulas. The absence of ex-
perimental values of the effective scattering surface of scattering center 3
(Fig. 3a) 1s due to the fact that the intemsity of its image did not exceed
the level of the general background. '

In summing up, we can draw the following conclusions. For measuring the

local scattering characteristics of various objects, it is advisable to use
an ideally conductive cylinder of finite dimensions as a reference standard.
An edge wave method is used to get analytical expressions for this cylinder
that describe its local scattering properties and ensure satisfactory coinci-
dence of theoretical and experimental results. In virtue of the approximate
nature of the resultant formulas in the case of E-polarizationm, only the char-
acteristic of the scattering center situated on the joining between the illu-
minated end face and lateral surface of the cylinder can be used for refer-
encing. The algorithm developed for digital modeling of the radio holographic
process for reference objects enables verification of the efficacy of the
measurement facility, evaluation of instrumental error of measurement and

the error introduced by the method of Fourier radio holography itself. The
potential accuracy of measuring local scattering characteristics can be im-
proved to 0.5 dB by using apodization on the stage of reconstructing the image
of the object.

The proposed algorithm can also be used to solve the following problems:

1) determination of the permissible extent of action of various distorting
factors on accuracy of measuring local scattering characteristics;

2) selection of optimum parameters for recording radio holograms;
3) investigation of different methods for digital processing of radio holo~

grams for the purpose of correcting and eliminating distortions, improving
the signal-to-noise ratio, implementing gpatial filtration, etc.
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- FUNCTIONAL CAPABILITIES OF DEVICES WITH OPTICAL FEEDBACK

[Article by V. B. Astaf'yev]

- [Text] An examination is made of the functional capabili-

ties of devices with optical feedback. - It is shown that

the increase of information input to devices with optical

feedback that realize transformationz in the spatial co-

ordinates of the device is limited by the time required

for the optical signal to pass through the optical feedback

circuit. A further increase in the rate of information

input enables expansion of the functional capabilities of

- the device with optical feedback by synthesis of an optical
digital filter. The weighting coefficients of optical digital

- filters are functions of two arguments and act on the spatial
characteristics of the optical signal propagating in the
optical feedback. In this way it becomes possible to process
three-dimensional information in which one of the coordinates
is time, while the other two correspond to the spatial co-
ordinates of the device.

The development of optical data processing is determined both by the develop-

ment of an element base of optical computer facilities, and by expansion of

the class of optically realizable transformations. Devices with optical

feedback have enabled expansion of the algorithmic capabilities of optical

- processors. Devices with optical feedback can be used to synthesize a real-
time amplitude-phase filter [Ref. 1], to synthesize an inverse filter [Ref. 2],
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to eliminate multiplicative interference {kRef. 3} and nonlinear transformation
of images [Ref. 4], to solve Freholm's integral equations of the first kind by
synthesis of Wiener and Tikhonov filters and by the iteration method [Ref.
5-7], and to solve Fredholm's integral equations of the second kind [Ref. 5,

6, 8].

The widespread opinion that the rate of data processing in optical ccmputing
devices is limited for practical purposes only by the the time of data input
[Ref. 9] is not completely valid in the case of devices with optical feedback
at high rates of data input since the time for feeding information into a
device with optical feedback may be comparable with the time that the optical
information signal is in the device repeatedly passing through the optical
feedback circuit; furthermore, delay of the optical information signal in

the optical feedback circuit does not lead to simple time shift of the pro-
cessing result as is the case in devices without optical feedback. Thus in
realizing transformations [Ref. 1-8] the time of information input (and there-
by the time of transformation) must be greater than the quantity NT, where T
is the time required for an optical information signal to pass through the
optical feedback circuit, N is the number of passages of the light through

the optical feedback circuit that are taken into consideration in synthesizing
the transformation; T=Lg./c, where Lg. is optical length of the optical feed-
back circuit, c is the speed of light.

On the other hand, in the case of matching the rate of information input to
the delay T of the optical signal in the optical feedback circuit, the possi-
bility is opened up for expansion of the functional capabilities of the device
by using a time coordinate in addition.

p’ 3v 0‘3/' 5 0, ez Let us consider the device shown in the diagram,
which 1s analogous to a device with optical wedge
in the optical feedback circuit [Ref. 4].

/
b K» 5
0. /) Device with optical feedback:
5 3 0;-0s--Fourier transformation
P p lenses; Hn--optical wedge; Pi
5 1% and P3—-input and output planes;

. P,, P}, P3 and Pg—— frequency
% -0 'QL and object planes respectively

The device is a correlator of diffraction type [Ref. 9] consisting of Fourier
transformation lenses O; and O, with the addition of a feedback circuit formed
by mirrors 31, 32, 33, 3u and Fourier transformation lenses O3, Oy, Os. Opti-
cal wedge Hn is introduced in the object plane of the optical feedback circuit
to shift the optical beam by an amount Awy in the space frequency plane. A
plane-parallel plate inclined to the optical axis and located in the frequency
plane of the optical feedback circuit can also be used as an element for shift-
ing the beam by the amount [Awg].

Let the distribution of light in plane P; be equal to S(x, ¥, t), and let
the transmission of transparencies be Ap(wy, wy) in plane Py, and B (wy, my)

36

FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000500050039-9



APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000500050039-9

S il

ala

w i

FOR OFFICIAL USE ONLY

in plane P} or Ps, transparencies A (+,*) and B(*,*) being localized in the
neighborhoods of points wy =nAw, and wy,= (n- 1) Awy respectively, and being

of size Awy X Dy, where Awy and Awy are the dimensions of the spatial spectra
of signal S(x, y, t) along coordinates x and y respectively. The transmission
of the optical wedge is equal to exp (1Awgx) . Then the distribution of light
in the output plane P3 is equal to

:.S' , V3 ' - Zi’/”i o .

[,,.,,/6/,*‘/=Zaea;o/¢ nae, x) Srx4?), (1)
"=

where L(0) ig an operator equal to

Z("): 52’) Jl)@ )‘/1{‘)‘7’) GJ{{’)!U'—' '
;OJ:“/B/)#)K" //-—x,y -;/.4’/7-- ¢ ,‘,,7)‘,;-/?,/[\-)

. 4’,,(';/) is the inverse Fourier transformof function :Kn(mx, (uy) .
/(,,/“’U “'///-‘—' ],, /“.’4’;"5') é, (w, ;“}')4? /,,-”7) 5,/%7..,:
= .}4,,/1%)4,{})‘/:’7 Bk (W,,,lfy) . )

The factor exp (inAwyxx) in (J) arises as a consequence of the optical wedge

in the object plane of the optical feedback, and leads to nonlinearity of

the optical system as does any transparency in the object plane of the optical
feedback circuit [Ref. 4]. Assuming the influence of the phase factor is
eliminated by one of the methods given below, (1) is transformed to the fol-
lowing expression:

4
Shin {r,/y)g) = ,1% £ ,”f;/’,/"';(}) (2)
that describes a linear system with transfer function
W —
K1k 10,84 ) 2. K, (4,08, ) epottingnT), )
1"n=0 .

where wt is the angular time frequency.

Expression (3) is obtained from (2) by triple Fourier transformation of both
sides of the equation with respect to coordinates x, ¥y, t.

Comparing transfer function (3) with the transfer function of an electronic
digital filter [Ref. 10], which takes the form

/(/a/,) :i K” wr/o/—a’cq nT),

we can treat the system with optical feedback as an optical digital filter
that is an optical analog of the electronic digital filter, the welghting

37

FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/09: CIA-RDP382-00850R000500050039-9



APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000500050039-9

o

b

FOR OFFICIAL USE ONLY

coefficients in front of factors exp (-iw¢nT) in the optical digital filter,
In contrast to the coefficients of the electronic digital filter, being func-
tions of the spatial coordinates wy, wy.

The analogy between optical and electronic digital filters shows up most com-
pletely when .

118, (sup)expt-tuin]

y &3
Then

N :
K (63,4, 1) 23 Ay (4,18 ) o0, b eyl aT),
[ ”_-0
In this case, the digital filter realizes summation of the weighted signals
S(x, y, t) shifted not only with respect to time coordinate by nT, but also
with respect to space coordinate by nXj.

If Awx=0 (no optical wedge in the object plane in the optical feedback cir-
cuit), the transfer function of the system takes the form

K/“"{n‘{w"‘): ”i:; ﬂﬂ{i,a},jéﬁ”/u{uuyjﬂﬂa‘qnﬂ:
A(%2,%) . )
{ - /V/:g,,aj,}m/fo/— ey, 7)

and corresponds to a recursive optical digital filter of first order. Let
us take up methods of compensating the phase factor in sum (1). We note that
if Awx=0, this problem does not arise.

1. Incoherent summation of luminous fluxes in the output plane [Ref. 4].
In this case the coherence length L,,,. of the light source must be less than
Loc- The class of transformations in spatial coordinates is fairly narrow.

2. Multiplying the spatial spectrum of light distribution in the output plane
P; with subsequent filtration using a spatial slit filter of size [-Awy/2,
Awx/2] by the algorithm

—e— e s E - ﬂ’ T
"l < .
Sgex (5508)= A Steus 130). 0" 3P lart, ) o Sime 255 -
o o ,
. 7 - " -“I”}’ ' . X A 4{”)
y = ,12‘;%.- 98)/)[4 ,l/l-(/d“,«’_’[é S/l;],f}fﬁ.{.lm.s_:d_ ;—2”;& 3/’;[/)}
ns
where’é;ﬁ})/—r&.g, x)is the transmission function of the spatial spectrum mul-

tiplier. The condition L ,.> L,. must be met.
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3. The holographic method of summing light fluxes [Ref. 7}. A special case
of the holographic method is heterodyning. By using a device analogous to
that in the diagram (p 36) and including a time modulator for shifting the
frequency of light by an amount wg,, a fan of reference light beams is pro-
duced

S explinapnens(in, ¢), )

_ n=o

that are combired with information signal (1), each information light flux
appearing in sum (1) corresponding to a reference beam in sum (5) that is
collinear and coherent only to that particular flux. Quadratic detection

of the output signal at each point of the output plane by a photocell with
subsequent electronic filtration of the time sigu2l using a filter with trans-
mission center wt, ensures electrical summation of the terms of sum (2).

In this case it 1is necessary that Lyop<Loc.

The base of the three-dimensional signal to be processed in a device with
optical feedback is determined by the product of the signal base with respect
to the time coordinate and the signal base with respect to space coordinate.
The base of the signal being processed with respect to time coordinate is
determined by the number of filters located in plane P, and is equal to N+1.
Since N+1 and N filters are situated in the respective frequency planes P,
and P} of the device, the information capacity in spatial coordinates of a de-
vice with optical feedback is N+ 1 times less than that of a device without
optical feedback. Thus the information capacity with respect to time and
space coordinates is redistributed in the device with optical feedback. The
quantity N is limited chiefly by losses of light in the optical feedback cir-
cuit. Inclusion of an optical wedge in the output plane of the optical feed-
back circuit enables use of a mirror with reflectivity near 100% as mirror

3,4 by oblique input of the optical beam into the optical feedback circuit
[Ref. 4], which considerably reduces light losses. Besides, an active medium
can be used for light amplification in the optical feedback circuit [Ref. 2].
In case of necessity, the luminous fluxes that pass through the optical feed-
back circuit can be equalized in intensity in plane P,, where N is determined
by a reasonable value of efficiency of vtilization of the power of the light
source.

The time for passage of a light signal through the optical feedback circuit
at L,,=2m, c=3 10 81 m/s, is 6.7 ns, which corresponds tc an upper limit-
ing time frequency of the signal introduced into the optical digital filter
of 75 MHz, whereas existing electro-optical and acousto-optical light modu-
lators enable data input to optical computers with speeds in excess of 1 GHz.

Thus the time aspect when considering devices with optical feedback is useful
since in the first place it enables estimation of the limiting speed of devices
with optical feedback that realize transformations in spatial coordinates,

and in the second place it opens up the capability for synthesis of optical
- digital filters that realize transformations of three-dimensional information.
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- UDC 621.391.14
SIGNAL AND INTERFERENCE AT INPUT OF ACOUSTO-OPTICAL SPECTRUM ANALYZER
[Article by S. V. Kulakov]
[Text] The paper analyzes passage of a normal steady-state
random signal and a useful signal through an electro-optical
spectrum analyzer.
The acousto-optical spectrum analyzer (Lambert analyzer) is attracting particu-
lar attention in connection with the fact that it can be used for real-time
processing of radio signals with spectral width of several hundred MHz ("super
wide-band signals") on carrier frequencies up to several GHz.
_ A large number of papers have been devoted to studies of this device, which

is shown schematically in Fig. 1. In particular, the following frequency-
response function (response to g-action in the frequency region) was found
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input

Fig. 1. Schematic diagram of acousto-optical spectrum ana-

lyzer: 1l--coherent light source; 2--condenser lens; 3--

collimator; 4--acoustic light modulator; 5--integrating

objective lens; 6--registration device (photodetector);
7--piezoelectric transducer

in Ref. 1, 2:

. e (W-uh)F jw-uh)t
G(w-w,,,e).ﬂ’;()“—’gif)—{—e’ Tet T, (1
. Ty

where w;, 1is the frequency of the harmonic input signal; T=L/v is the dura-
tion of the sample being analyzed; L is the dimension of the aperture of the
acoustic light modulator in the direction of elastic wave propagation; v is
the velocity of the elastic waves in the medium of acousto-optical interaction.

It can be easily demonstrated that when the passband of the acoustic light
modulator is limited and the elastic waves are damped in the modulator medium,
the frequency-response function is defined by the relation

4 : I ..
. . - (h)) § Jw-aba)f sh (o (W) -j(-Wy)) §  -ilw-uss)t
- . e e
Gifu, whe, ‘) K,, (k) (o (Wsa)V - /( ld-a{.‘))' @

where K,(wgzg) 1s the complex transfer constant of the piezoelectric transducer
of the acoustic light modulator a(wgg) is the frequency-dependent damping
factor of elastic waves in the medium of acousto-optical interaction.

The freyuency-response function of the analyzer enables us to find the output
spectral distribution in accordance with the expression [Ref. 1, 2]:

. '-. a7
San 64) < 22 [ S1010) 8 (6,000, 4) o @
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where $(w) is the spectrum of an arbitrary input signal; éen:(”-t) ig the
instantaneous output spectrum; A¢ 18 the modulation index corresponding to

a harmonic input signal of unit amplitude. We will use this defining charac-
teristic of the device to analyze transmission of random signals through it.

For linear systems, including the Lambert analyzer at low input signal level
[Ref. 2], the energy spectrum and autocorrelation function of a random input
signal are most simply found [Ref. 3, 4].

Let a continuous random steady-state (in the broad sense) ergodic process

X(t) with normal distribution law be sent to the input of the device. Its

energy spectrum is W(w), autocorrelation function -- ¥(1), and variance --

o2. Let us find analogous characteristics of a random signal in the output
- plane of the analyzer, i. e. in the spatial frequency plane.

Let us isolate one realization of the random signal Xj(t). 1Its spectral den-
sity is

Ll d '-'alf
Silw) j x(6)e’“ at . @

In accordance with (3), the spectral distribution in the output plane of this
realization can be written as follows:

T

[ 4 .
si.v.,,, (w,€)e e 54’(‘4:) 6w, wye, 4) du, &
-ay
Relation (5) defines the instantaneous spectrum of realizatiosn Xi(t). Here
the duration of the sample being analyzed is T=L/v. It is Sbvious that
Sigur(ws t) varies in a random way from one realization to another.

Let us find the square oi the modulus (5):

- —— (6)
b g - ’ &
Sitn@,8)r $0,046) 3 (0, 0)n ,,f'. | [ 8itui) ) 81, 010, 000,05, el e,

(Here and below * 1s the sign of complex conjugation). Let us carry out sta-
tistical averaging in (6). 1In doing this, we consider the fact that operations
of integration and averaging are commutative.

Thus we have

N

5w, 9) = 7 / [ <5 fwé)éﬂ:))«f’ﬁid;.‘)éédﬂl;‘%, ™

(As a consequence of ergodicity of the process, averaging over the set of
realizations is replaced in (7) by time averaging within the limits of one
realization of duration T). We note than in accordance with Ref. 3 (p 90)
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(5 (W) $;(w"))= 22\ (u-u")w( ) (8)

where W(w) 1is the energy spectrum of the input signal. Substituting (8) in
(7) and carrying out integration over w3y, we have

<s,.,.,.(w o T
(9
,¢. /w,,)@ (1, b, ) 0 .
- For steady-state processes (9) can be written as
W, (@) * (10)

where Wgyp(w) is the energy spectrum of the random output signal; Gy (w, wzg)
is the aperture-frequency function of the modulator.

The aperture-frequency function is obtained by dropping cofactor e~ ugelt
in (2), and it depends on a(wzg), the shape of the aperture of the acoustic
light modulator, and the bandwidth of its piezoelectric transducer. For the
centered processes with which we are primarily concerned, the variance is

4
h Glm

(Wd . (11)

Thus (9), (10) and (11) define the statistical characteristics of a random spa-
tial signal in the output plane of the analyzer. Since this is a linear de-
vice, when the input process is normal, the output signal will also have nor-
mal distribution. The autocorrelation function of the output signal in ac-
cordance with the Wiener-Khinchin theorem will be defined by the Fourier trans-
form of (10). 1In this operation, it is necessary to convert to spatial fre-
quencies w, by the substitution [Ref. 2] w=w,v.

Let us now find the signal-to-noise ratio in the output plane of the analyzer
and at the output of the photodetector. Each point of this plane situated
on the spatial frequency axis can be treated as an individual optical output
of the device, while the photodetector (see Fig. 1) transforms the optical
output signal to an electric signal.

Let us assume that a photodiode matrix is used as the photodetector. Such
extraction of the optical output distribution can be used in analyzing periodic
signals or signals with slowly changing spectra.

When photodiodes are used to transform the optical output signal to an elec-
tric signal, linear detection of the modulated luminous flux takes place.
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.

Thus the electric output signal is preportional to the square of the ampli-
tude of the 1light wave at a given poirt in the output plane. Here the meaning
of "point in the output plane" is arbitrary since the luminous flux to one
element of the photodiode matrix emanates from some small area. However,
this "point" concept can be used if the size of such an area on the spatial
frequency axis does not exceed the extent of one element of resolution
Afp==l/T. The number N of elements of resolution is usually determined from
the relation )
2484
NetafTs “—/;- ’ (12)

where 2Af; is the band of simultaneous analysis.

The useful signal at the j-th point of the plane is determined by the harmonic
component of the input signal of frequency mi. Interference at this point
depends on the component of the random signal at the input of form

Yle)- Wﬁw{ag-‘"il 4%0) (13)

where Aj (t) and ¢4(t) are random processes with distribution laws that in
the general case are different from normal.

Thus the signal-to-noise ratio at the j-th point of the output plane of the

] analyzer and alsoon its j-th electric output csn be obtained by examining
the transmission of an additive mixture of useful harmonic signal and a ran-
dom signal of type (13) through the device, i. e. the signal

€5 (¢) = Ujlt) + Y con iyt (14)

We disregard the set noises of the analyzer, assuming that conditions are
met that appreciably reduce their level [Ref. 5]. Let us assume that the
interference at the input of the device is a steady-state random ergodic pro-
cess with normal distribution law, and W(w), ¥(t) and oZ.

Let us also assume that signal (13) is likewise a normal steady-state ergodic
process [Ref. 4]. At a low level of signal (13), we get narrow-band rancom
light fluctuations of frequency wep+uwj (or wcp- wj) also with a normal dis-
tribution law (w.p 18 the light frequency of the coherent light source). Let
us determine the variance oi of these oscillations. In virtue of additivity
of the variances of components of the random spatial signal in the output
plane of the analyzer, finite resolution, and a limited number of elements

of resolution of the analyzer, we can write

2 P} Y 1 & d"

6“‘,’-6" + B, + '“46”-2 > (15)
. ‘ /”

where o

7 244,

6'/' T E“Wlm ("}/ - Y ’ (16)

) and 28w = 2124f,. '
4L
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Considering (12), we have

6" = Wiy (1) 81 * W () 7~ a”n

The mean square of the envelope of the random signal at the j-th point [Ref.
4] 1is

T 2
4y 28 (18)

The amplitude of the useful sfgnal at this point of the output plane in ac-
cordance with (13) is datermined by the relation

l/', » cz,—/ \Td‘(“"“")a'(“’ /,é)d“"fu e 5,(“1 ) (19)

Thus the signal-to-noise ratio (with respect to power) at the output of the
i-th photodetector can be written in the following form:

L 2 .2
4o 7 vt 6Ny,
f ] )
X L/ ).

. lél‘ #Af, /; W/w) G, /‘% w)dw
Relation (20) shows that when the resolution of the analyzer is increased,
there is an increase in the signal-to-noise ratio at its output. Such a con-
clusion is readily explained. Actually, the higher the resolution of the

device, the more "marrow-banded" is each of its outputs. And in narrow-band
systems it is easier to isolate the signal from the band noise.

(20)

It can be readily shown that in the case of white noise (W(w) =W;), relation
(20) easily reduces to the form

£
Ao . T’ d

where 3 is the energy of a radio pulse of duration T, i. e. of the sample

of the harmonic input signal determined by the dimensions of the aperture
of the acoustic light modulator.

(21)

Now let us find the signal-to-noise ratio at the output of the photodetector.
To do this, it is necessary to consider the action on the quadratic photo-
detector by an additive mixture of harmonic signal and narrow-band noise,

i. e. a signal of the form

Yp(t)= 4o ciu{az,, ) ¢ ) {)eosflig s W)t + z-/f)). (22)

An analogous problem was solved for example in Ref. 4 (see p 422). We will
use the results obtained there.

The variance of the output process is

”._-‘P /40 '*d) @
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where ®, is a parameter that accounts for the properties of the photodetector
and the characteristics of the low-frequency filter that acts as the load.

The useful signal is
25
U; -¢. _1_‘0 (24)

The signal-to-noise ratio at the output of the photodetector is

X
u e
G b ]I*tﬁr

Substitutihg (20) in (25) we get relatiomns for calculating the signal-to-
noise ratio on the j-th output of the analyzer.

(25)

Let us note that at low signal-to-noise ratios [Ref. 4]

A?‘
Y L L, (26)
% an XY
and at high ratios k
ﬂ.
Y L2
) 1 2d;
& ten 20,
In the case of white noise at the input of the spectrum analyzer, the variance
of the random signal in the band of analysis2Aw, 1s determined by the relation

Gl = L8, We - (28)

Then the signal-to-noise ratio (with respect to power) at the input of the
analyzer can be written in the following form:

ut o ut
23 vhiw @

(27)

Consequently

.‘.
161 - 2A/o7"ﬁ/ (30)
164,
Thus the "narrow-band filtration" that occurs in the spectrum analyzer leads

to improvement of the signal-to-noise ratio at a given point of the output
plane by a factor equal to the number of elements of resolution of the device.
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UDC 621.317
FREQUENCY-RESPONSE FUNCTION OF REAL ACOUSTO-OPTICAL SPECTRUM ANALYZER
[Article by V. V. Molotok]

[Text] The paper examines operation of an acousto-optical
spectrum analyzer with consideration of oblique incidence
of a plane light wave on a light modulator, attenuation
and diffraction divergence of the elastic wave.

The principal comprehensive characteristic of a spectrum analyzer as a linear
device is its frequency-response function [Ref. 1], i. e. the response to

a 6-action in the frequency plane, which corresponds to harmonic oscillation
of unit amplitude. The input and output of a linear instrument are related
by the superposition integral, which for the case of a spectral instrument

is written:

5.; (‘4))' j 3', (“)')2/“); F“,I)d.“,’:

where §(w, w') is the frequency-response function, S1, S,(w) are spectral
distributions at the input and output of the spectrum analyzer. The frequency-
response function of an ideal acousto-optical analyzer is described in Ref. 2,
and takes the form:

% b £'4)e sinla(#-7)T)

- al4-4)T
where T is the duration of time sampling. This paper examines only inter-

action of a plane light wave and an undamped non-diverging elastic wave for
Raman-Nath or Bragg diffraction conditions. 1In real acousto-optical spectrum

esolj22f 14-057),
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- analyzers that have a band of analyzable frequencies of up to several hundred
megahertz, spectrum reproduction is influenced by absorption and diffraction
divergence of .the elastic wave. In this connection, we can no longer speak

- of a pure Bragg or Raman-Nath diffraction mode since the angle of incidence

= of the plane light wave on the light modulator is adjusted to get a predeter-—
mined band of analysis. Therefore we would like to get an expression for

. the frequency-response function of an acousto-optical spectrum analyzer con-

- sidering the influence that diffraction divergence and attenuation of elastic
waves as well as oblique incidence of a plane light wave have on the light
modulator.

An optical diagram of an acousto-optical spectrum analyzer with arbitrary
incidence of a plane light wave on the light modulator is shown in Fig. 1.

. f‘ 2 z‘ A 'I.l
L1 | B
in \‘<\; :
i Laser N - B ——Z
\ 7

N
(¢
Fig. 1

In the front focal plane of the collimating lens (plane x;) is a point light
source e(t, x1) = (x1-x]) exp (Jupgt), where wpg is the frequency of the light
waveforms. The light signals in the rear focal plane of the collimating lens
(plane x;) are defined by

- ar . oz
ele,5)x [elt 2)estlj T mm)emesptetlent 7 ),

- where A is the wavelength of light, F is the focal length of the collimating
lens. Then the light wave incident on the light modulator can be written as

efé,2y,2) oo kgt + ;-\1,-.;, 48~ kaBrepljka (f 42 40-3)

where ¢ and K, are the speed of propagation and wave number of the light
wave, 6 is the angle between the direction of the z-axis and the normal to
the wavefront of the light wave incident on the modulator. That is, a plane
- light wave is incident on the light modulator at angle 6. This wave is modu-
lated by an elastic wave propagating in the medium of interaction, that is
excited by a piezoelectric transducer upon transmission of an electric wave-
form. For determining the frequency-rusponse function, such a waveform is
a harmonic signal of unit amplitude, and an elastic wave

S(t,x)e sin (Wt - & (24-0,54))
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propagates in the medium of interaction of ‘light and sound, where L=v-T;

v and K' = 0'/v are the velocity of propagation in the medium of interaction
and the wave number of the elastic wave. The light wave in the output plane
of the light modulator that forms the first diffraction order is defined as

—_— L S, =
8, [, 3, ) » Hlk, 9)#{}[(-’414 + ke Ly O kg B) it - 5 *0,5*"3},

where H(K', 6) is a weighting function that accounts for the geometry of

interaction of light and sound. The weighting function H(K', 8) describes

the amplitude-frequency response of acousto-optical interaction independently
of the mode of diffraction, and is defined as [Ref. 3]:

[ o(momz ,“)ost]
o(mmo,sz;—)qsé

Hie )=

qn[ja--(smafo ,) 2 ] ,

where 2 is the interaction length of light and sound. The light waveforms
in the output plane of the spectrum analyzer (plane xj;) are defined as the

- Fourier transform of luminous distribution in plane x,, 1. e. the light signals
in the output plane of the spectrum analyzer in the vicinity of the first
diffraction order are defined as

— am
7 e, (¢x): / é,,(4 I;)“#O;‘;{_‘ -2".2',)0’.:" .
N o8 '

e [ttt b )

where go(wy, w3, w', t) is the frequency-response function of an ideal acou-
sto-optical spectrum analyzer. Thus the frequency-response function of an
acousto-optical spectrum analyzer with consideration of oblique incidence
of a plane light wave on the light modulator is defined as

Gl @, @] ) s H(e]6)Gsl, o}, 0)€) .

- 7,0 H‘M 9) '
: " _Y T
8.0 /
- q¢ ' —
o\ |
, K\ //(O-ch
93 \_‘/\ —————— 2 U N
0 f, MHz
200 $00 600 800
Fig. 2

- Fig. 2 shows the results of calculation of the amplitude-frequency response
- of acousto-optical interaction for different angles of incidence of a plane
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light wave on the light modulator where the material of the interaction medium
is LiNbOs (£=2 mm, v=6.57+10° mm/s, no=2.2).

An examination is made in Ref. 4 of the influence that damping of elastic
waves in the material of the medium of interaction of light and sound has
on the frequency-response function of an acousto-optical spectrum analyzer,
i. e. the case 1is considered in which the elastic wave

LICEAL ¢.¢P[-ol(w,;'){.z" +Q5L))in (W - We (z +0,54)]

propagates in the interaction medium, where a(wy) is the coefficient of damp-
ing of elastic waves in the material of the interaction medium, wi=w'/v is
spatial frequency, 0.5L<x,<0.5L [sic]. The frequency-response function of
the acousto-optical spectrum analyzer with consideration of damping of elastic
waves in the material of the interaction medium is defined by

sh{osTton)t et L |
1 ) y »
TRV T L ]

Considering that over a broad frequency range the absorpticn of elastic waves
in solids is a square-law function of frequency, i. e. a(w}) =Tf'2, the
frequency-response functicn of an acousto-optical spectrum analyzer can be
written as

fuliu 4 esobasack

SHOsrITH 2 ja(4-4)7)
QAT P o)

G4, 9=esolpsrory?]

In the case of small elastic wave damping, i. e. 0.5TvTf'2+> 0, the expression
for the frequency-response function with consideration of damping is written as

G0 strvito77 1 5)

1gali7 Jlbidsl

10 /

a8 - 1, .
})‘mz F 2 .’;M}IZ

Fig. 3

Fig. 3 shows the results of calculation of the frequency-response function
of an acousto-optical light analyzer with consideration of damping of elastic
waves by exact and approximate formulas (curves 1 and 2 respectively). The
material of the interaction medium was PbMoO, (T=5 ps, v=3.75+10° mm/s,
r=11.5 dB/cm GHz2).
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’ In considering the diffraction divergence of the elastic waves, it is assumed
that 2> h, where £ x h is the area of the transducer. In this case the elastic
wave can be considered divergent only with respect to the dimension h of the

piezoelectric transducer. Then a wave
Stt,2.y): Alx g )sinlw¥ -xx )

propagates in the material of interaction of light and sound (Fig. &,, where

A(x, y), ¢(x, y) are the amplitude and phase of the wave excited in the
interaction medium when a harmonic waveform
of unit amplitude with frequency w' is ap-

/
_ o's/,ﬂy ‘V plied.
x
.q;/,l-} ‘ To determine the amplitude and phase of the
. wave, we consider oscillations (pressure
4 Fig. 4 change in the interaction medium). Perturba-
tions of the interaction medium caused by the

- transducer can be defined as [Ref. 5]:

- N / | .o ) ‘ /(: p
‘ Flxg) x_[f&)#[/%ﬁ]dy,

{17

. where A is the wavelength of the elastic wave, f(y) is the pressure distribu-
a tion over the transducer. We assume that pressure distribution over the

- transducer is uniform, i. e.

B i 7, lyle
Fly) {0’ R

- then )

b
)
A

-

, ) '] vl
) f/x_,,)-m./ u}o[/'_"_/f;[)_]o’,.
A

i 4 ’
_ T { Len) -clta))+j[5(t)- 5/6)]} =g Ay el
where _ .
. | £ . hY.
f 4 ' Ay, 7 | —— -4,
tﬂ'E(V‘I’ "lzx(f x
c(a)= :‘oj —"I—-"r‘)dx is the Fresnel cosine integral;

2 3 .
S{E)n Jflm(—?— /x 1s the Presnel sine integral;

e . ' W -5(1
Mz g {[c{r,)-c‘('t,)]' + [s(r)-S( l’c)l‘ jf "/"7’)"’"9%
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The given elastic wave interacts with the plane light wave incident on the
light modulator. The 1light signals in the output plane of the spectrum ana-
lyzer in the region of first diffraction order are defined by

4 45h

€y, (1, 3, €)+ ezo (s +) ‘]/ / Alsy)esp [¥1ny))-

T
e il -4 )3} el gtz dy

This expression defines the frequency-response function of the acousto-optical
spectrum analyzer with consideration of the diffraction divergence of elastic
waves. Direct calculation of the function from the derived formula involves
calculation of triple integrals since the amplitude and phase of the elastic
wave are determined by Fresnmel integrals. Therefore to reduce the multiplici-
ty of the integration we use a representation of Fresnel integrals in the

form of sums [Ref. 6]:

0, IxleQ 5, "
Jsn2 _ 3cos8 _Sind or.
S(x) = s\F (%5 21 2 } g x|e 115,
cog @
05 - fx) > 1,25
Jizz ’ '

054+ 3908 Tt
’ “Ji_ﬂ'? » lxl>/,l5,w‘herei'—;—,

C(z) a 6 :
SN cosd
m 7y - ——5—>, lx| < 1,25,

AT
s}
a6
94
as
et N 4 e I
i Lr A6 TR U
Fig. 5

For negative values of x: c(~x)=-c(x); s(-x) =-s(x). Fig. 5 shows the re-
sults of calculation of Fresnel integrals by the exact formula (curve 1) and
by the approximate formula (curve 2).
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UDC 621.396:535.8

STATISTICAL CHARACTERISTICS OF ACOUSTO-OPTIC RECEIVERS OF LONG PSEUDORANDOM
SIGNALS

[Article by A. V. Kuzichkin]

[Text] An examination is made of the problem of finding
pseudo-random signals from code sequence delay by using
a system comprising an acousto-optic convolver and recircu-
lation delay line. Expressions are obtained for the proba-
bility of correct determination of the time position of
a pseudo-random signal and the average duration of the sig-
nal detection procedure for the case of recepticn against
a background of white gaussian noise. It is assumed that
- the duration of the received signal considerably exceeds:

: the time of signal delay in the region of acousto-optical
interaction of the acousto-optic convolver.

Correlation reception of pseudo-random signals is one of the most promising
areas for using acousto-optical processors. The interest that has arisen

in the design of pseudo-random signal receivers based on acousto-optical pro-
cessing systems can be attributed primarily to the comparative simplicity

of realization by using algorithms of matched filtration of pseudo-random
signals under conditions of considerable uncertainty in the time position

of signals to be received. From the standpoint of maximizing flexibility

in adaptation of receivers to changing conditions of pseudo~random signal
reception, it is advisable to make the processing system in an acousto-optic
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convolver arrangement [Ref. 1] in which the processing algorithm is restruc-
tured by changing the law of formation of the reference signal.

- In the general case, the acousto-optic convolver is not a processor thst is
irtvariant to the time position of the signal to be processed. However, if
the duration of the received signal does not exceed the time of delay (T3)
of the signal in the region of acousto-optical interaction of the acousto-
optic convolver, then determination of the time of pseudo-random signal ar-

z rival can be ensured for practical purposes within a single reception cycle

at the expense of slightly increased complexity of the receiver and the use

of continuous-wave transmission of the reference signal. Unfortunately in
most actual cases the pseudo-random signal duration is considerably greater
than time T3. To eliminate the energy losses that arise when processing such
signals in an acousto-optic convolver, the output responses of the comvolver
are accumulated by using recirculation delay lines [Ref. 2] or photo-CCD's

[Ref. 3]. As a result, the acousto-optic receiver loses the capacity for

searchless determination of pseudo-random signal arrival time, and requires

the use of special synchronization procedures [Ref. 4].

This paper evaluates. the statistical characteristics of procedures of pseudo-

= random signal search and processing by using an acousto-optical receiver con-
sisting of an acousto-optic convolver and recirculation delay line. A block

.output“
T 1= = = ket
input I hoc - A DL |
| a | |
RSG| | GC |
I N |
- . eget
- Fig. 1

diagram of the device to be analyzed is shown in Fig. 1, where RSG is the

- reference signal generator, ADD is an adder, DL is a delay line, AMP is an
amplifier, GC 1s a gating circuit that cuts off accumulation of the output
signal of the acousto-optic convolver [AOC, and RDL is the recirculation delay
line]. The choice of the recirculation delay line as a cumulative element
is dictated by the fact that in many cases the use of a recirculation delay
line gives the required accumulation interval (up to a few milliseconds),
and realization of an acousto~optic receiver with recirculation storage is
far simpler than for a receiver with photo-CCD storage.

In the most general case, the procedure of searching for pseudo-random signals
by using an acousto-optic convolver with recirculation delay line consists

in sequential step-by-step correlation analysis of the signal being received
at different delays of the reference signal. The decision on detection of a
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acousto-optic convolver is made with respect to the maximum output signai
of the recirculation delay line after analyzing the entire region of temporal
uncertainty of the signal being received.

Evaluation of the statistical characteristics of pseudo-random signal detec=
- tion by an acousto-optic receiver of the given type will be based on the
following quite general assumptions.

1. The size of the region of acousto-optical interaction of the convolver
is selected in such a way that a whole number of recirculation cycles R=T./Tq
is required for processing a pseudo-random signal of duration T¢.

2. The signal arriving at the receiver input is formed by pseudo-random signal
repetition formed in accordance with a law of the same pseudo-random sequence.

3. The reference signal sent to the acousto-optic convolver is formed by
breaking down the initial pseudo-random signal into [missing letter] segments
of duration T3 each, and by time inversion of the resultant segments.

4. The beginning of the recirculation period coincides with the beginning
of the first segment of the reference pseudo-random signal.

Let us use the symbol AT to denote the time mismatch between the beginning

of the received pseudo-random signal and the beginning of the reference pseudo-
random signal. In doing this, we will assume that if the input signal leads
the reference signal, AT<0, while if the input signal lags, AT>0 (|AT[<Tc/2).

We can readily see that the output correlation peak of the recirculation delay
line and the time of its appearance are linearly dependent on the instantane-
ous value of AT, and are determined by expressions of the form

3. (1-laTl/2%) & (1
= - a%2, - &

where cg is a proportionality constant and At is the interval between the
beginning of the reference signal and the occurrence of the correlation peak.

The principal characteristics of a correlation receiver operating in the mode

- of pseudo-random signal search are mean duration of the signal detection pro-
cedure (T,) and probability of correct determination of its time position
(Pnp). We will find these characteristics for the most typical case of inco-
herent reception of pseudo-random signals against a background of gaussian
white noise with zero average and correlation function of the form Noé(tz-t;).

The average time of pseudo-random signal detection by the algorithm considered
in this paper will be found as

n~4 .
I TR SRR N S MR VL P L
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Here T, is the duration of the procedure of analyzing the output signal of

the recirculation delay line in investigation of the entire region of temporal
uncertainty of the pseudo-random signal being received. The quantity Ta

is determined by the duration of the received signal, the time of delay of

the signal in the acousto-optic cravolver, the number of recirculation cycles
required and the search step ATy (1. e. the time shift of the reference signal
of the acousto-optic convolver in step-by-step examination of the zone of
possible time position of the pseudo-random signal):

T=TTNR/aN.

In this paper the statistical values are analyzed for two values of the search
step: ATpy =Tg and ATz =2T3. The selection of just these values of ATm is
dictated by the following factors.

1. To get correlation peaks at the output of the recirculation delay line
with amplitude at any initial temporal mismatch AT that would be sufficient
for comparatively successful detection of pseudo-random signals against a
background of intense noises, relation (1) tells us that the condition

o € 2T
must be met.

2. Displacement of the reference signal by an amount that is a multiple of
T considerably simplifies realization of a tunable reference pseudo-random
signal generator and a generator control system.

In the case of search for signals with step ATm™ T3, the procedure for anal-
ysis of the output signal of the recirculation delay line takes up time inter-
val Ta; = TcR, and in searching for the time position of the pseudo-random
signal with step ATpz = 2T3, the duration of the analysis procedure is equal
to Taz=TcR/2. 1In the case of search with step Tg for analysie time Ta),
four signal correlation peaks will be observed at the output of the recircu-
lation delay line, whereas there will be -aly two correlation peaks in the
case of search with step 2Ts for analysis time Ta2. The occurrence of such
a number of correlatic . peaks is due to the fact that for the given search
steps the temporal mismatch between the received and reference signals falls
within the principal correlation region given by (1) (|AT| €2T3) several
times (four times for ATp; = Ts and twice for ATy, = 2T3). Then since the time
position of the sipnal being received can be determined from the

.time of occurrence of any signal correlation peak, probability Pnp is found

as the probability of detecting at least one correlation peak:

4

Poo = 4 - ﬂ‘(i"’-.) : (4)
3

Popg = 4 -ﬂu-a) . (5)

where P; is the probability that the amplitude J of the signal correlation peak
is greater than amplitude Z of all noise spikes at the output of the recircu-
lation delay line.
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In the case of incoherent reception of a pseudo-random signal

- 3
k- Ja] Iw,(zm]"as, (6)
4 0
where

@(3) = 7 op ""‘")m) ;
- »
LA
l [
am) - §or(-%)
M is the total number of noise spikes (M= B-4 for ATy and M=B5-2 for ATq;);
B is the base of the pseudo-random signal; h%tZEn/No; En is the energy of
the signal that yields a correlation peak of magnitude J at the output of

the recirculation delay line; Io(*) is a modified Bessel function of the first
kind of zero order.

Transforming expression (6) by a technique such as that described in Fef. 5,
we finally get

° Y
o= el kLo e, o

where u= J/h,.

T/,
o | 6o | ! 1 b= 16384
2 b= 4096
o 2 3B = 512
20 » |3
| \ - by
0 0

o 2 . % : 0 20 %
Fig. 2 Fig. 3

Fig. 2 and 3 show the average time of pseudo-random signal detection as a
function of the signal-to-noise ratio h for different values of the base

of the pseudo-random signal with maximum mismatch between the received and
reference signals. The curves on Fig. 2 are plotted for a search step Ts,
and on Fig. 3 for a search step 2Tg. Fig. 4 and 5 show the way that T, de-
pends on h$ at large excesses of the signal over noise (1. B= 4096, ATg; = 2Ts;
2. B=4096, ATy =T3; 3. B=512, ATpy = 2Tg; 4. B=512, ATy = Tg; 5. B=16384,
ATyy =Tg; 6. B=16384, ATy, = 2T3). All calculations were done by formula

(3) with consideration of relations (4), (5) and (6). Analysis of the re-
sultant curves shows that at comparatively low values of h§ (<10-15) the
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greatest rate of search of pseudo-random signals is reached at a search step
equal to T3. In the case of signal reception at weak noilse levels (h3 > 20)

it is advisable to use search with a step 2T3 for rapid determination of the
time position of pseudo-random signals. The mean duration of the procedure

for pseudo-random signal detection is close to RT./2 in this case, which is

B/R times faster then for the case of search using conventional correlation

receivers [Ref. 6].
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UDC 621.396:535.8
ACOUSTO-OPTIC CORRELATION ANALYSIS OF COMPLEX SIGNALS WITH JUMPING FREQUENCY
[Article by A. V. Kuzichkin]

[Text] A method is proposed and analyzed for comstructing
"acousto-optic correlation analyzers that enable determination
of the arrival time and carrier frequency of complex signals
with jumping frequency practically within the limits of

a single reception cycle.

The solution of many problems in present-day electronics involves correlation
analysis of signals of complex shape. The use of conventional methods of
acousto-optic data processing [Ref. 1, 2] enables correlation analysis only -
when the carrier frequencies of received and reference signals coincide, which
considerably complicates processing of signals produced by combining pseudo-
random modulation and stepwise change of carrier frequency [Ref. 3]. The
case of frequency uncertainty of the received signal necessitates either con-
siderable complication of the acousto-optic analysis system, using a large
number of processing channels with different reference signal carrier fre-
quencies, or else considerable time expenditu.sc on determining the program
for tuning the received signal.

In the simplest case, rapid correlation analysis of signals with jumping fre-
quency can be realized by repeatedly shifting the spatial carrier frequency

of the reference signal fed to the input of an acousto-optic convolver, which
in virtue of its advantages [Ref. 1] is the main element for acousto-optical
processing of complex- signals. The necessary displacement of the carrier
frequency of the reference signal is most simply accomplished by an optical
deflector placed In front of an acousto-optic modulator with reference signal
to change the angle of incidence of light on the modulator. A considerable dis-
advantage of such a processing algorithm is the difficulty of realization when
searching for signals with a large number of possible values of the carrier
frequency. Since the spatial frequency cf the reference signal must vary

over the entire range of frequency uncertainty of the received signal within

a time interval equal to the duration of a single symbol of a pseudo-random
sequency of the complex signal*, presently unattainable requirements are im-
posed on the number of positions of the optical deflector and on the switching
speed: 1in the case of discrete tuning of the carrier frequency of the refer-
ence signal, the required speed Wy for switching the optical deflector, and
its capacity E; (the number of deflection positions that are resolvable for
the Rayleigh criterion) are defined by expressions of the form

Wa'-";/"o‘ y El""lu (1)

*0Only in this case can we get simultaneous coincidence of received and
reference signals with respect to frequency and delay of the pseudo-random
sequence, and consequently only in this case will a correlation peak of maxi-
mum possible amplitude be obtained at the output of the acousto-optic process-
ing system for any values of the time and frequency mismatch between the re-
ceived and reference signals.
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where N is the total number of possible frequency positions of the received
signal, and 1y is the duration of one symbol of the pseudo-random sequence.

The requirements for E; can be considerably relaxed for example by ensuring
repeated coincidence of the received and reference signals with respect to
delay of the pseudo-random sequence during propagation of one period of the
received signal in the region of acousto-optic interaction of the convolver
(T3). 1In this case the initial region of frequency search is broken down
into m segments (m is the necessary number of coincidences of the received
and reference signals with respect to delay of the pseudo-random sequence
for time T,), each of which is analyzed in different time intervals of dura-
tion T3/m. The requirements for parameters of an optical deflector that rea-
1izes such series-parallel search for the carrier frequency of received sig-
nals are defined by the following relations:

W, = N/e + BT .u,/m 'v 2

showing a reduction in the necessary capacity of the deflector by a factor m.

The capability of getting repeated coincidence of one period of the received
and reference signals with respect to delay of the pseudo-random sequence

is implied by the theorem on displcement from the theory of Fourier trans-
forme [Ref. 4]:

F{f{t-t)] = F)epijuts), 3
where F is the operator of Fourier transformation.

The output electric signal formed at the output of the photodetector of the
acousto-optic analysis system in an acousto-optic convolver arrangement [Ref.
1] is obtained by inverse Fourier transformation of the product of the spatial
spectra of the received signal Fp(w- wn) and reference signal Fo(w=-wo):

T ® = 8 [fle-0) Ga-a)] . 0

where wp, wo are the angular carrier frequencies of the received signal and
the reference signal respectively, and relation (4) is one of the possible
forms of writing the field of uncertainty of the complex signal [Ref. 5]:

Lo(®) =X(sT,s0) = § '{ F.(@Qu}ﬁ(...}é"‘"}, (5)

If the spatial spectrum of the received signal is phase-modulated in accor-
dance with (3)
~jd(t)w
F,(w-a,)e? , (6)

and the spatial spectrum of the reference signal is discretely shifted in
frequency

ﬁ[(ﬁ'wo) - M"n“)] ’
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then the output signal of the processing system will be defined by an ex-
pression of the following form:

j Lo (0 = 2[F-at), s0- s0,0] .

where a(t) is the law of phase modulation of the received signal spectrum;
Awpm(t) is the law of frequency modulation of the reference signal.

By appropriate selection of the modulation laws Awy(t) and a(t), we can make
the output signal of the acousto-optic convolver proportional to the sought
correlation function

L (t) = R[A’I‘-d(i)] when a6 = aw, (1) .

Consequently, at the time when a(t) = AT, a correlation peak of maximum ampli-
tude will be formed at the output of the acousto-optic analysis system. One
of the possible versions of variation of Awm(t) and a(t) is shown in the dia-
gram, where Aty, Awp are respectively the greatest time and frequency mismatch

e

|t
Macton—
_correlation
peak

- }ﬁ_r—
corre
v —= 't
] < L]
» =~ - -, m
%

between the received and reference signals, and the broken line shows the cur-

rent value of time mismatch that varies due to the movement of acoustic waves
_ in the acoustic light modulator, the dot denoting the instant of formation

of the maximum correlation peak.

The phase modulation (6) that is necessary for implementing the given algo-
rithm can be realized by using an optical deflector placed in the region of
the spatial spectrum of the received signal. In the case of discrete phase
modulation of the received signal spectrum, the speed and capacity of this
optical deflector are defined by a relation of the form

\V. - n/% E.' 6 . 1€))
where B is the base of the complex signal.

Thus, if B«N¢ (a condition that is met as a rule when signals with stepwise
variation of the carrier frequency are used), with proper choice of the param-
- eter m
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Mot = N/

we can considerably relax the requirements for capacity of optical deflectors

that are used without increasing requirements for maximum speed:

Wewt = X/ 5 Wi = ¥%/6% . E e » E, = 6.
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UDC 621.376.2.:535.42

ACOUSTO-OPTICAL RADIO SIGNAL DEMODULATION

[Article by Yu. G. Vasil'yev]

[Text] The paper describes an acousto-optic method of de-
modulating amplitude-modulated (AM) signals. A method of
perturbation theory is used to solve the problem of light
diffraction by a complex AM signal when light is obliquely
incident on an ultrasonic column. Expressicns are derived
for distribution of the light field in the region of acousto-
optic interaction, and for the intensity of the diffracted
light in the spatial frequency plane. Computer-calculated
curves are given for the amplitude distortions of the light
field as a function of the radio signal frequency bandwidth,
as well as the results of an experimental study of an acousto-
optical AM signal demodulator working in the Bragg diffrac-
tion mode.

Acousto-optical methods are currently being used extensively for radio signal
processing. They are used for spectral and correlation analysis [Ref. 1],
filtration [Ref. 2] and time scale variation [Ref. 3, 4]. Acousto-optical
devices are also known for demodulating frequency-modulated (FM) signals [Ref.
5, 6] that demodulate signals of unit amplitude. However, the need arises in
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some processing problems for isolating laws of amplitude modulation (AM) of
wilde-band radio signals. Besides, when a collimated luminous flux is dif-
fracted by a complex signal, amplitude distortions of the space-time spectrum
arise that are due to frequency selectivity of Bragg diffraction. It is neces-
sary to account for such distortions for selecting the frequency band of the
linear mode of demodulation.

Let us consider diffraction of a plane light wave
£5,4.0) = C, explj [kizsin o 2ome)- wet]]

by a phase diffraction grating excited by an AM-FM radio signal in the acousto-
optical demodulation system depicted in Fig. 1

8(0) = A(tjom fer{st + 00}, m

Here Cq is the amplitude of the light; k=uwc/c is the wave number of the light;
¢ is the speed of light in vacuum; wc is the cyclic frequency of the light;

f, is the carrier frequency of the radio signal; 2my(t) is the slowly varying
part of the signal phase.

Fig. 1. Acousto-optical demodulation system: l--luminous
flux; 2--aperture diaphragm; 3--ultrasonic light modulator;
4--Fourier lens; 5--photocell

The distribution of light along the cross section of the ultrasonic column

in direction Oy is taken as constant and equal to unity in the interval
0<y<h, whete h is the dimension of the ultrasonic column in direction Oy.
Since the frequency of light (wc/2m) considerably exceeds the frequency

£(t) = fo+ y(t) of the radio signal, we can limit ourselves to the quasi-steady
case in solving the diffraction problem [Ref. 7].

Distribution of the index of refractiou of the acoustic line of the ultrasonic
light modulator is described by the relation

n(x,t)=no[i+ Y@,
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where np is the index of refraction of the unperturbed medium; y= (An/ny)
is the relative charge in amplitude An of the index of refraction of the dis-

turbed mdeium; L

$tet) = Aty for s, (t-F- 5) + b)),

T=1/v is a time sample corresponding to the working aperture of the acoustic
1ine of the ultrasonic light modulator; v is the velocity of propagation of

ultra-sound.

When the quasi-harmonic condition

lf'(*'i)“f)a <05 @)
I|ne-D)| «]ae-b| o

are satisfied, the amplitude A(x, t) and phase y(x, t) of the ultrasonic wave
can be respectively represented in the form

Alx.t) = A(-F) .
Vzt) > #-F) - pEe-F).

Conditions (2, 3) mean that within the limits of the aperture

Lol

a quasi-harmonic ultrasonic wave propagates with frequency that varies with
elapsed time t according to the law

) =f 1 h(t).

The amplitude A(x, t) of the wave is a slowly changing function within the
limits of the working aperture of the ultrasonic light modulator.

and the inequality

Taking our lead from Ref. 7, let us determine the spectral component E(u, p)
of the light field in the region of acousto-optical interaction that is de-
scribed by the equation

t 1
Bt e L bwp o [f+ 0D enw] e <0 O
and boundary conditions of continuity on the media interfaces:

£(u,-0) = E(u,*0) =
§ (u,be-0)= E(u kEs0) ,
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where p=kz; u=K(t)x; B=[K{t)/k]?; K(t) =2v—n[fo++w'Ct--g')] is the wave number

of the ultrasonic wave.

It is convenient to seek the solution of eguation (4) in the form of a seires
with respect to powers of vy:

- ? : usin Y
£ e, eue v ep o - | epj(peost+ wh o o®
Let us limit ourselves to the function C;(u, p) that descrites the first dif-
fraction orders. We seek the solution in the form

Clw,p) = B, (w,p)empliu) +B_(u,p)exp(ju) , )

where the Bs;(u, p) are components of the amplitude of the light wave that
forms the first diffraction orders.

Substituting expression (7) in (6) and then in equation (4) with boundary
conditions (5), we get the following expression for the coefficients:

B, (x.2,t)= 0, A(t- })mﬂ sine H—kﬂ ;st]K(t) cw] p{ [Km ﬂSm‘P]sz 3 \

where sincu =sin nmu/nu.
Then light field E+.(x, %, t) that arises in the plus of the first diffiaction

order is described in the region of acousto-optic interaccion at z={ by the
expression

B, (xbt) <8, (x,6,t) exp[$(t)] wp{j [&z(s@u?- %19)]} s
where $(t)= u,t~27[§.(t-§) + ﬂt-})] - {cos¥ .

Considering that light distribution along the y-coordinate is constant, we
can represent field E4;(x, 2, y, t) in the form

E(@bytis 3@k, =Lh

where
(y) = b, 0eysh
} 0, yco *)&,.
1f the Bragzpg condition
A
Sm" ZV‘

is satisfied for carrier frequency f,, then intensity I4 (Z, ¢, t) of the
diffracted light in plane (£, ) cof spatial frequencies of the Fourier lens
takes the form

SOORV SRS R T BN E J ©
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where W= (myVCo/A%F)2, V=1%h 1is the volume of the region of acousto-optic
interaction; F is the focal length of the Fourier lens; % {s the wavelength
of the light incident on the ultrasonic light modulator;

6(8) = sine' | L awtraw)]

a(t) = [q,'gt--g-)/fo] is the relative change in frequency of radio signal (1);
Q= (mA%/A§) 1§ the wave parameter; Ay =v/fy; is the wavelength of ultrasound.

It can be seen from expression (8) that the intensity amplitude is proportional
to the square of the envelope of the AM-FM signal A(t - XT) except for a factor

- W G(t) sinc’ {#[vz,- if ?'(f'f)”- 5"’“'(3{;‘) ’

where G(t) describes distortions that arise due to violation of the Bragg
condition on frequencies f(t) # fy.

- 6(t)

{0

(1]

(0,-05) 0 08 T aw
Fig. 2. 1--Q=m; 2--Q=4m; 3--Q=8n; 4--Q= 167

Curves for G(t) as a function of the relative frequency change a(t) for dif-
B ferent values of Q calculated on a BESM-4M computer are shown in Fig. 2.

It can be shown that the frequency band Ay' in which the relative change G(t)
does not exceed 57 of the maximum of its value G(t) =1 1s defined by the
= formula

., S \Ee!

If the function y'(t) of signal frequency ~hange satisfies the inequality

' ]
[1e)] ¢ %!

then we can set G(t) =1 in expression (8) with accuracy to 5%.
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The voltage of the electric signal coming from the photocell (see Fig. 1)
with center of the photocathode situated at point (£y, 0) is determined from
the formula

vef ¥

~ DR
. U(t)= v SI”(’!,(M dedy 9
' f ¥
where D is a constant that depends on the photocathode material; R is the

lcad resistance of the photocell; A, A; are the dimensions of the photocathode
in directions 0f and 0z respectively.

Omitting intermediate calculations, we get from formula (9)

y . R LT o .S(ua[f‘&)"lf] ,
U(t)-HA'(t-i)\s.[m(u] Ty ] [ee-74]

where U'(t) = (7U(t)AA,/WDRdd;) is the relarive change in voltage;

sinz(_O.Sngl—)
—_—l.

A
M=5i(n2d) -
d A
1 (O.SWﬁ)
S8iz is the integral sine; b(t)='1‘w'(t—% +-2%; d=(AF/1), d; = (A\F/h) are the

dimensions of the light field along Of and Of respectively.

1f
A ]
A-"hf + 44

then the output voltage
' 3
o(e) = wMA"(t- )
- is identical to the square of the signal envelope (1l).

The given method of acousto-optical demodulation was experimentally verified
on a pilot model of an acousto-optic demodulator. The LG-78 laser was used

as the light source. The acoustic line of the ultrasonic light modulator

was made from a crystal of lithium niobate LiNbOj; the piezoelectric transducer
was a plate of lithium niobate LiNbOs (Y+ 36°). The ultrasornic light modulator
operated on a frequency of f, =100 MHz in the passband of 20 MHz. The luminous
flux was focused by a Fourier lens with focal length of f= 200 mm, and con-

- verted to an electric signal by an FD-21KP photocell.

To check the efficacy of the demodulator, an AM-FM signal was used with dura-
tion of T=10 pus with sinusoidal frequency modulation:

f(t)= §o + 0f sin (274,8) ,
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where fo= 100 MHz, Af=1 MHz, f, =0.25 MHz.

Oscillograms of input and output signals are shown on Fig. 3, 4.

4 . L
it A‘" \_ ".‘l';'. b

Fig. 3. 1Input signal Fig. 4. Output signal

The described acousto-optic method of demodulating complex amplitude-modulated
signals enables us to distinguish laws of amplitude modulation of both cw

and pulse signals. In addition, the technique enables us to measure time
intervals such as signal duration and recurrence period. The results of this
paper can be also be used in calculating the geometry of acousto-optic inter-
action in acousto-optic devices for complex signal processing.
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UDC 535.42
PECULIARITIES OF LIGHT DIFFRACTION BY COMPLEX ULTRASONIC SIGNALS
{Article by Yu. G. Vasil'yev]

[Text] A solution is found for the problem of light dif-

fraction by a wide-band ultrasonic signal with arbitrary

phase function. Computer plots are given of distortions

of the diffracted light as a function of width of the sig-

nal passband and wave parameter Q= wkl/A%, where £ is the

acousto-optical interaction length, A is the wavelength

- of light, Ag=v/f, is the wavelength of ultrasound on car-

_ rier frequency fg, v is the velocity of propagation of ul-

trasound. An expression is derived for calculating optimum

length 2.

In Ref. 1-3 an investigation is made of the diffraction of coheremt light
by an ultrasonic harmonic wave. The problem of light diffraction by an ultra-
sonic wave with linear frequency modulation is fairly well covered for cases

- of collimated [Ref. 4, 5] and divergent [Ref. 5, 6] light beams. Diffraction
by a complex ultrasonic signal with arbitrary phase function is described
in Ref. 7, 8. However, the results found there are either applicable to the
case [Ref. 7] of a quasi-monochromatic wave (Aw/wo)<«l, where Aw, wg are the
cyclic width of the frequency band and the carrier frequency respectively,
or else are quite cumbersome and require considerable expenditures of computer
time in calculations [Ref. 8]. Besides, in solving some applied problems,
such as . hen designing acousto-optic devices, the necessity arises for eval-
uating distortions of the diffracted 1light field. Such calculations have
not been done up to the present for the case of interaction of light with
an ultrasonic signal having a phase function of arbitrary shape.

2 ——_  The problem of diffraction of a plane light wave
i : by ultrasound excited in an acousto-optic system
'-jix’———i_’/’ (Fig. 1) by a wide-band radio signal of duration T
. : .
. $(V) = Blyoos [t « b)) » M
- 4 Rt ] where y(t) is a phase function; B(t) is amplitude
’ : equal to unity over time 1, is solved by S. M.
”"‘—:*_ ~—~—_ Rytov's perturbation method [Ref. 2].

‘/ The plane light wave '
=2, =0, exp|j [ (ztin® + noost) _Qt]},

where k=Q/ve 1s the wave number of the light;
Q, ve are the cyclic frequency of the light and
its velocity respectively, is incident at angle
¢ to the Oz axis.

Fig. 1

Acousto~-optic system
l--incident light wave;
2--acoustic line, 3--

diffracted light
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Electric field strength E(u, p) satisfies the scalar wave equation
T 2 o
ot et sl o

and boundary conditions

E(u-0) £ (4,00),
£ (i, R0-0) « E (u,8240),

in the region of acousto-optic interaction 0<z< £, where p=kz; u=Kpx;

8= (Ko/k)°; Ko= (wp/v) is the wave number of ultrasound on carrier frequency

wg; v is the velocity of propagation of ultrasound in the acoustic line;

y= (tn/ng) is the relative change in amplitude An of the index of refraction

of the acoustic line; ng is the index of refraction of the unperturbed medium;
T u

- $(u, t) = S(t-i“fo— ; T=(L/v) is the time sample corresponding to aperture L.

Limiting ourselves to light waves of the zero and first diffraction orders,
we will seek the solution of equation (2) in the form

E(up) = [0. + !c,(u,p)]up {t [pm%_ %]} , (3

where

do = 0 (-]) - we b F-
Cep) = Ay e ppomaf} ) + A funempfjd)

A+1(u, p) are the amplitudes of light waves that describe "plus" and "minus"
first diffraction orders.
Since a phase diffraction grating is being used and the angles of diifraction

are small, changes of amplitudes A:; at distances of the crder of a wavelength
of ultrasound can be considered small; consequently

RN

and when expression (3) is substituted in (2) we get the following equation:

?
A + 2ot M B hs (D e €, @
with boundary condition
_ A“(uto) =0,
where
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: o it o (1)@ h)armetsm S
n= ZSCR'/W

(5)

The quantity g+ is complex, and
I gy =% Lz[ f(t)]
X

2
where a—as-z-w (e) is the rate of frequency change of signal (1), e= t-%—-‘;.

For high~-frequency signals Img+iy/Re g+1«1, and therefore g+1 *Reg+1. Then
disregarding term -—7-A+1 in equation (4) in virtue of its smallness, and

assuming that the angle of incidence ¢ of the plane light wave satisfies the
Bragg condition

. K
sin ¥, = ;t , (6)

we get a solution A4;(u, p) of equation (4) that takes the form

_ Ay (v.pe) -( ':mf\wwm('t ““}o«) . )

- where
W, = 8in (% ng.,,)/(% R‘}m) :

Q= (nAt/A3) is the wave parameter, Ag= (2mv/wo) is the wavelength of ultra-
sound on carrier frequency wg, Reg4i1o =a(l +a),

a=-— —w( ))

- is the relative frequency change.

Then the light field E4;(x, %, t) of the "plus" first diffraction order is
described by the expression

NCAREY  WEITE PGS )
where

UL = wufe-F)-Qu - Mot hetsint,-52)+ - F-3)
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It should be noted that the function W4, in expressions (7, 8) describes the
changes in amplitude of the diffracted light field on frequencies

w(t) =mo+-aa?p (t)..

When the elastic medium of the acoustic line is perturbed by a harmonic signal
w(t) =wp, the amplitude factor W4; is equal to unity and the resultant ex-
pressions coincide with those of Ref. 2. The occurrence of the additional
factor W4+; in solution of the diffraction problem is due to violation of con-
dition (6) on frequencies w(t) # wp.

Computer plots of W4; as a function of relative frequency a at different values
of the wave parameter Q are shown on Fig. 2

- Fig. 2
Curves for W4; as a function of relative frequency and wave parameter:
1--Q=m; 2--Q=4m; 3--Q=167

It can be seen from Fig. 2 that when light is diffracted by a complex wide-
band ultrasonic signal, asymmetric distribution of the light field results

in the acousto-optical interaction region. With increasing frequency band

Aw of the radio signal and wave parameter Q, there is an increase in amplitude
distortions of the diffracted light.

If permissible changes of W4; are assigned, e. g.
Lofe
sw |z a(ita)
ol O
[F a(ho.)\
then by finding the value

Q
'EQU#Q) = ?'
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we can readily determine the irequency band

8 -m.N\T{f -!& , ©)

where Q = § %, wherein changes of atplitude do not exceed the value of b.

From expression (9) we determine the wave parameter

. —

) .[G;"—:ﬁl -4 ]

with respect to the given frequency band, and calculate the optimum length
2 of acoustc-optic interaction:

L

It should be noted that the resultant expression (10) can be used for calcu-
iating the length 2 of the plezoelectric transducer of an ultrasonic light
modulator with respect to given values of the carrier frequency wg, frequency
bandwidth Aw of the signals to be processed, and the wavelength of light A.

where 9= Qo/\%/ﬂ)\-

“hus the results found in this research enable us to use relatively simple
formulas (7, 8) to calculate the diffracted light field E+;(z, %, t) in the
region of acousto-optical interaction, and the optimum length & (10) of acous-
to-optical interaction. '

The results cf tiis paper may find application both in physical research on
the diffraction process and in calculations of acousto-optical devices for
- processing complex wide-band radio signals.
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