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PREFACE 

Artificial-intelligence is a popular term that ‘was coined 
in the United ‘States during the 1950?s to categorize research 
studies aimed at simulation of intelligent o_r "thinking" be- 
havior. This type of research seeks to analyze the factors in- 
volved in the making, by humans, of specific types of- decisions, 
to specify and define these factors as decision procedures or 
‘mathematical algorithms, and ultimately to fabricate hard- 
ware which can concretely model decision procedures and 
thereby assist human decision makers in making, increasingly 
complex decisions. Although current digital computerscan as- 
sist in the solving of some complex decision problems, artificial- 
intelligence research has already discovered decision routines 
which, while they can be modeled on a digital computer for 
demonstration purposes, are more efllciently solved with other 
types of hardware. In the future thisvwill increasingly involve 
some sort of analog or combined analog-digital», equipment, pos- 
sibly a replica of the structure of the human brain, more likely 
a model abstracting essential elements of brain function on 
principles not yet uncovered. 

Artificial-intelligence research is necessarily interdiscipli- 
nary in nature‘, involving such traditional areas as biology, phys- 
iology, psychology and electrical and systems engineering, with 
a strong under-laying of mathematics. As used in US literature, 
the term “artificial intelligence" may appear to be a rather 
flexible "tent," encompassing more or less‘ whatever oneidesires 

ouutwfieldiof scientific endeavor, the surface of which has, "been 
merely scratched. Its potential" for future accomplishments 
can be only dimly seen and not evaluated .at present. If ‘it 

succeeds in significantly optimizing decision making in such 
complex areas as the economy or national strategic planning, 
it will obviously make a strong contribution to a relatively mon- 
olithic system, such as the Soviet one. 

In the USSR, research on approaches to the fabrication of- 
problem-solving or decision-making machines. (that is, artificial- 
intelligence research) is conducted. under the general category 
of cybernetics. This report covers Soviet research on major 
problems in this field, including pattern recognition by ma- 
chines, machine learning, planning and induction in the prob- 
lem-solving machine, and brain modeling. It does not cover 
conventional digital computer solution of problems or. on-line 
computer control‘ of I processes. 

from the Soviet open literature available as of 1 May 1964. 
Additional information obtained through 1 July 1964 does not 
materially affect the conclusions. 
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ARTIFICIAL-INTELLIGENCE RESEARCH 
IN THE USSR 

PROBLEM 
To assess artificial-intelligence ‘research in the USSR‘. _ 

CQNCLUSIONS 

1. In. the Soviet Union, substantial govern- 
mental-and Party support and encouragement 
are being given to extensive studies on the 
theory of artificial-intelligence. Soviet sci- 
entists of high caliber are conducting arti- 
ficial-intellig§Yi'c'e 'st1Tdies"and" are exposing 
young students to the state of the art in 
this interdisciplinary field, laying a sound 
foundation for further advances. 

2. -The importance which the Soviet regime 
attaches to artificial,-intelligence researchgis 
attested by the unusual freedom of open dis- 

cussion allowed scientists working =ln' the field, 
as reflected the published literature; 

3. Soviet research.-in the “theoretical and 
hardware aspects of artificial-intelligence is 
now about as advanced--as-~US--_wor-k and can 
be expected to continue at a rate equal to or 
greater than that ‘observed in the West. Sig- 
nificant theoretical achievements within the 
next 5 years are highly probable. lW_'hen 
theories are converted ‘into designs, Soviet en- 
gineers probably will be able to produce the 
equipment. 

SUMMARY 

After Ya relatively late start, Soviet research 
on artificial-intelligence related to the ulti- 
mate development of decision,-making ma- 
chines" now is about on a par with similar US 
work";---=-1-T-he-» apparently‘-greater -:rat'e- of‘ Soviet 
progress compared with that or the West is 

1 attributable to the magnitude or ofllcial rec- 
ognition and support of artificial-intelligence 

Q.- 

research in the USSR; Soviet. officials ‘con- 

sider the development of decision-making ma- 
chines to be essential to the successful man-' 
lasem-eni of .tD§Qi,£.~l¥.19T§3§1Tlg.!!-,.¢;9I!lPl°’¥.9??‘- 
nomic and social system,_ and are giving sub- 
stantial supportland Party encouragement to 
artificial-intelligence studies;
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Soviet ideologists and scientists are-discuss- 
ing, from -a wide range of viewpoints, the 
fundamental philosophical problems about 
-the nature of intelligence and of man which 
are raised by attempts to model decision- 
lmaking or intelligent behavior. The stric- 
tures of dialectical materialist dogma are not 
inhibitiiig research in this area. In view of 
the high prestige of the Soviet scientists tak- 
ing part in these discussions and the publica- 
tion in the Soviet scientific ‘literature of the 
opinions expressed, "artificial-intelligence stud- 
ies represent rare and significant examples 
of intellectual freedom in (the USSR. 
Current Soviet work in the major subfields 

of artificial-intelligence research includes in- 
vestigation of techniques for machine search 
of problem solutions, pattern recognition, ma- 
chine lear_ning~,-l planning and induction in 
machine systems, and brain modeling. Soviet 
progress in research on machine techniques 
for search, pattern recognition, and learning 
compares favorably with US advances. .Sci- 
entists and engineers engaged in research on 
pattern-recognition‘ in the Soviet Union have 
‘made original contributions to the theoreti- 
calfbasis for-_artificial_ pattern-recognition sys- 
tems and have fabricated various types of 
pattelm-recognition devices. 

Soviet r‘e'search"“on sii'nula'ti'on of such Yas- 
pects of thecognitive process as learning and 
induction at present consists mainly of study 

_,___,___A_Appr0ved for Release: 2018/03/28 C06731721 

of self-teaching. and self-organizing systems. 
In these fields Soviet scientists and engineers 
havecreated models based on neuro-physio- 
logical conditioned-reflex approaches, on psy- 
chological learning theory, and on automatic 
control‘ system "theory.

g 

Soviet study of the exceedingly complex 
problems involved in incorporating technidues 
of planning and induction in artificial prob- 
lem-solvers; is at a very early stage of devel- 
opment. As yet, little progressihas been made 
in these fields in the West. 

' Research on-the modeling of "brain processes 
is receiving much emphasis. in the USSR. 
Since 1955, laboratory experimentation on 
models that simulate‘ neural processes has in- 
creased, and outstanding neuro-physiologists 
and psychologists have begun to work closely 
with mathematicians, computer specialists, 
and electronics engineers on cybernetic stud- 
ies of brain-modeling’ problems. 

Seminars are regularly offered to expose 
students to the state of the art in the fields 
that are especially sig"nifi'_cant to the future 
of artificial-intelligenceresearch in the USSR; 
These seminars are conducted by the leading 
researchers in arrtificial-ifitelligeance and are 
thereby laying a sound foundation for future 
advances in a new and multidisciplinary field. 

DISCUSSION 

INTRODUCTION - 

Since the mid-1950's, the Soviet govern- 
ment has increasingly emphasized the impor- 
tance of a icybernetics research programtfor 
achieving national and international goals.‘ 
A large part of. the_jtheoreti,cal research aspect 
of this program has been focused on the de- 
velopment of decision-making machines. 
Realizationof such"rr1’achiiies’iwduld assist the 
Soviets in solving ltwo ‘typesnof fundamental 

°AE.C.. 'B2i3/46, "The Meaning] of Cybernetics the USSR," Cybernetics -‘in. the SSR, 0 Mar 64 

problems: (-1) decision making on the basis of 
incomplete data (sometimes referred to as de- 
cision “making under conditions of uncer- 
tainty), and (ii): decision. makingin the pres- 
enceiof complete but overwhelming quantities 
of data. Problems of the latter type are by 
definition beyond the capabilities of human 
decision makers. Problems of the first type, 
while inher,ently_,_characteristic of human 
thinking activity, are rapidly extending 
beyond the bounds of possible human solution 
in the context of economic management and 
state administration. 

1 I 

_ _\_ | 
- __ -F» ~_=- *—~.‘__. _ ~— a._.. ..___._ _ ____ 
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Decision-making machines are, in essence, 
models of oneivariety or another ofthe human, 
problem-solving process. Models of the hu- 
man thinking or problem-solving process are 
artificial simulations of the information flow, 
or information processing, procedures of the 
human problem solver. The model may be 
mathematical, in which case it may be a pro- 
gram for a universal (digital) computing ma- 
chine, or it -may be a piece .of hardware, such 
as an electronic circuitry analog. (Manyde- 
cision procedures already elaborated by arti- 
ficial-intelligence -reseanch are‘ not"efiiciently 
modeled by the single-track, sequential meth- 
od of operation of conventional digital com- 
puters. This would not be surprising in view 
of the apparent parallel operation of infor- 
mation processing in the human "brain. Such 
decision routines can be modeled for demon- 
stration purposes on a digital computer, but 
analog models of some sort willloom increas- 
ingly important in the fabrication of artificial- 
decision'makers.)_ In any case, the essential 
feature of such a model is that for a given 
input of information the model shall produce 
at least the -same output (of information)_ as 
does the natural process being modeled. Re- 
search on such models is categorized in the 
United States, under the rubric “artificial-in- 
telligence. 

Soviet rese?1"rch'6'fi!'artificial-intelligence has 
mushroomed since 1956 along with other sub- 
problems of cybernetics. After the establish- 
ment in 1959 of a national program for cy- 
bernetics, the direction of Soviet research on 
artificial-intelligence became one of the re- 
sponsibilities of the Scientific Problem" Coun- 
cil on Cybernetics of the Presidium, Academy 
of Sciences, USSR. The Cybernetic Machines 
Section of the Council appears to be the unit 
which assigns, monitors, and integrates most 
of this research work on a national scale. 
Actual research is conducted at the labora- 
tories and institutes listed in the appendix. 
The number of facilities engaged in this re- 
search can be expected to grow as the cyber- 
netlc"approach“ continuesi to permeate other 
areas of Soviet science and technology appli- 
cable to communication and control prolzilems 

8.l'lSll'lg’lI1 production industries, the economy, 
law, government administration, and military 
activities.

' 

-Although much of. the application-oriented 
cyberfnetics research is at present directed to-' 
ward the realization of more sophisticated 
conventional systems for automatic control. 
of machines, plants, space research vehicles, 
or even economic units, a large part" of the. 
theoretical research is related, ‘directly or-in- 
directly, to the development of “thinking'm_a- 
chines,” or “thinking cybernatons,” as Soviet 
scientists often "refer to them. Realization of 
such ‘machines will have immediate relevance, 
to information abstracting and retrieval,--ma- 
chine ‘translation, and general problem solv- 
ing, and eventual application to later-genera- 
tion automatic control systems. 

A. A. Lyapunov, la, leading Soviet mathema- 
tician and editor of Problems ‘of"C_i/b_erne_t_1fcs, 
hassdescribed the relationship of artifi'cial§in- 
telligence to general cybernetics and the na- 
ture of future control systems. He suggests 
that algorithmization (mathematical. model- 
ing) of thinking processes and of; control proc- 
esses is one of the most important aspects of 
cybernetic theory.‘ Other" members of the 
Scientific Council on Cybernetics, in explain- 
ing the importance of artificial-intelligence, 
state that “the ibasi_c4_products"of radioelec- 
tronics are 'variou's devices T6f',aut6lnatic' r_eg- 
ulation, monitoring, control, and comrnun'ica- 
tions. The brain, which fulfills these func- 
tions in the living organism, works much more 
reliably and productively than any present- 
day radioelectronic machine. . . . Some first 
stepshave already been taken in the direction“ 
of constructing practical automata analo- 
gous to the brain.” - '_'- 

' PHILOSOPHICAL ASPECTS. __ _
_ 

Reexamination of basic philosophical atti- 
tudes toward the nature of the brain, of mind, 
and of man himself is taking place wherever 
artificial-intelligence research is being. con- 
ducted. The Soviet Union is no exception. 
Philosophical-theoretical'quéstlons"bearing on 
the simulation of intelligence, or intelligent 
behavior, are being thoroughly aired and in- 3
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vestigated in Soviet scientific circles, outside 
as well as within the context of the funda- 
mentals of dialectical materialism.’-° 
A highly significant discussion took _place 

during June I962 at a conference in Moscow 
on “The Philosophical Problems or Cyber- 
netics." This meeting was co-sponsored by 
-the Scientific Council on the Complex Prob- 
lem "Philosophical Questions of Natural Scl- 
ence,” the Scientific Council on ‘Cybernetics, 
and the Party Committee, all of the Presidium 
of the Academy of Sciences, "USSR; It was 
attended b about 1000 specialists, including 
“mathematicians, philosophers, physicists, en- 
-gineers, biologists, medical scientists, lin- 
guists, psychologists, and economists, from 
many cities of the USSR.‘ Participants in- 
cluded such prominent cyberneticians' ‘as 
A. N. Kolmogorov, V. M. Glushkov,iA. I. Berg, 
P. K. Anokhin, A. V, Napalkovg, A. A. Feld- 
baum, A. A. Lyapunov, S. V. Yablonskiy, I. B. 
Novlk, and Yu. Ye. Bazilevskiy. or -the 10 
reports presented,..six were closely related to 
the problem of artificial-intelligence.‘ A re- 
port of this conference stated that “the prob- 
lem most animatedly discussed was the most 
disturbing of all, the problem of the techno- 
logical operation of complicated psychic proc- 
esses—the problem most frequently desig- 
nated by the short and convenient although 
not, in our view, entirely~correct'formula of 
‘can a machine think?"”" 
The discussion brought out three questions 

as approaches to this problem. First, Is it 
possible in -general to reproduce. with models 
the complex intellectual activity of man? 
Second, Can a machine surpass man in the realm of intellectual activity and particularly 
in the performance of creative tasks, such as 
the formulation of new problems? "Third, Is 
it possible in principle, to achieve the exist- 
ence of consc,iou'sness in a machine similar 
to that exhibited by man? 
Discussion at the June conference of the 

first question may be. described as informa- 
tional and confirmatory rather than argu- 

f'I'he term ‘-‘cyberneticlan--"'1ls~ap lied by" the Soviets to those practici0n'ers' of tratfltional disci- 
plines. who exhibit the common characteristic of dealing with their research problems in the frame- work and methodology of cybernetics; 
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- 
mentative. There was general agreement 
that, in view of the replications of intellectual 
and sensory functions » of man already 
achieved, an affirmative .answer to questions 
about the reproduction of "human cognitive 
processes cannot be doubted. The second 
question wasdiscussed more vigorously. Life 
scientists, represented by P. K-. Anokhin, a 
leading neurophysiologist, argued that the 
potentialities of a machine‘ are limited to solv- 
ing problems assigned by man using algo- 
rithms of decision which man puts into the 
machine. This position was countered by 
V, M. -Glushkov, at leading Ukrainian cyber- 
netician, and A. A. Feldbaum, Doctor of Tech- 
nical Science in Electronics and member of 
the automation faculty of the Lenin Power 
Institute. They pointed -out that there are 
machines today which, in -the processof solv- 
ing, one complicated problem, can independ- 
ently pose and solve a series of autonomous 
problems of a particular character. Glush- 
kov maintained that any form of human‘ 
thought can, in an informational model, be 
reproduced in artificially created’ cybernetic 
systems. He‘ agreed, however, that by virtue 
of historical necessity-the fact that it was 
precisely man who created machines for ‘his 
use and not the reverse-the destiny -of man 
will always be the more -important in the 
processes of thought and cognitionre Th-us 
Glushkov'si'a'ssessment=is that a machine can 
be “smarter” than one man, or even a group, 
but it cannot be "smarter" than human so- 
ciety as a whole. 
Questions about machine consciousness 

were argued most sharply at the conference. 
One group argued the “black box-" approach 
tosolution of these questions- This viewpoint 
holds that man -judges the presence of con- 
sciousness in other people by analogy, i.e.,- by 
observing the behavior manifested by others 
in response to linpjugts (stimuli) and by com- 
paring such manifestations with his own be- 
havioral responses of which he is consciously 
aware. Therefore, if a machine» faithfully 
produces the same outputs as a _ma_n_.in..re- 
sponse tot the same inputs, it can be analo- 
gously inferred to possess consciousness ac- 
cording to this view. On. the other side it was 

I _’ -1: ' 
__ _,_ _ 
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maintained by some at the conference that 
consciousnessnecessarily inciudesia subjective 
element‘ with a specific character which '-is the 
result of the labor and social relations in 
which people engaged during the process of 
social evolution. 
A more empirical approach to conscious- 

ness was" advanced at the conference by those 
scientistsinterested inlmodeling the structure 
which embodies human consciousness, that is, 
the brain. Although a structural model of 
the human brain is.far beyond present tech- 
nological and scientific capabilities, the pos- 
sibility of its future realization is considered 
to be’ worth discussion by the Soviets. A. N. 
Kolmogorov, world "renowned mathematician, 
is. optimistic about the chances of success in 
brain-modeling ventures. He called for the 
freeing of definitions ‘of life and -thought from 
arbitrary premises and for the redefinition of 
these concepts along purely functional -lines. 
Kolmogorov believes that if the functional 
point of view toward life and thought is sub- 
scribed to, the conclusion is inevitable that 
replication of the organization of a' system 
can be accomplished by organizing different 
elements ‘into a new system which would 
have the essential traits and structure of the 
system being modeled. From this Kolmo‘go- 
rov concluded that: '

~ 

A sufficiently complete model _o_f a living being‘ 
can in -an jiistlce-‘ bé""called a l-i-ving being and 
the model oi at thinking being, a_ thinking being. 
It is important distinctly to understand that 
Within the limits of a materialistic ideology there 
do not exist any kind of well-grounded, principal 
arguments against a positive answer to [this] 

‘ 

is the contem- question. This positive answer 
porary'form,of the attitude concerning the nat-- 
ural origin of life and the mate_rial_ basis of 
consciousness. 

The extreme empirical view ~ad.vaI_1c,ed by 
the Kolmogorov school seems to be in the 
ascendancy.“ For example, several points of 
view on the question, “Can a machine think?" 
have been reviewed by a group of authors in 
the Works of the Kazan Aviation Institute, a 
somewhat surprising source for discussions of 
philosophical aspects of artificial-intelligence.“ 
The_grogup__~_did not fi_nd_ convincing; any‘ of the 
arguments againstnthe possibility of creating 
a thinking machine. The subject of the neg- 

ative argum_e_nts considered by them ran the 
gamut from the algorithmic insolvability of 
some problems, and the irreducibility of the 
thinking process to a physical operation, to 
the impossibility of modeling the subjective- 
psychological world, of man. The Kazan 
group points out in rejecting such arguments, 
that cybernetics provides the first basis for 
(i) uncovering the elements involved in con- 
sciousness and cognition and (ii) “resolving 
positively the question of the possibility of 
creating a thinking mac'hi_ne.": The Kazan 
group does not recognize the brain as the only 
highly organized material, system in which 
consciousness can develop, and forecasts that 
highly organized material systems ofcanother 
type, in which consciousness develops, are pos- 
sible and realizable. 

V». M. Glushkov, one of the most ‘politically 
powerful among Soviet cyberneticistsf sides 
with Kolmogorov and the ‘Kazan group. Re- 
cently, in discussing the possibilities of ma- 
chine‘ intelligence, he contrasted cybernetic. 
systems with earlier mathematico-logical and 
other formal language approaches to model- 
ing the thought processes. He found signifi- 
cant advances in the cybernetic approach. 
Glushkov would describe any control or cogni- 
tive system as a cybernetic system which can 
be analyzed as an abstract [informational] 
model. For this purpose, both the input and 
output information, -th_at is, -all of- the infor- 
mation which a system exchanges with the 
outside world, can be conceived as being en- 
coded in words of a given standard alphabet. 
All of the activity of the cybernetic system 
may thus be reduced to the transformation of 
words in a standard alphabet. The study of 
a given cybernetic system can be reduced 
thusly to the determination of rules accord- 
ing to which the indicated transformation 
occurs. Glushkov noted that among these 
rules there may be some which permit-certain 

‘V. M. Glushkov is Vice President of the Academy 
of Sciences, ‘Ukrainian Soviet Socialist Republic; 
Director of the Institute‘ of Cybernetics in _Kiev-; 
Chairman of the Cybernetics Council oi’ the Ukrain- 
ian.Academy; and Chair-manfoi the recently created 
Interdepartmental Council "for the Introduction of 
Mathematical Methods and Electronic Computers 
in the‘ National Eco'nomy,'which is under the State 
Committee for Coordination of Scientific Research 
of the Counci_l of Ministers, USSR. 
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chance transformations, as well as some that 
permit" the altering of other rules of informa- 
tion conversion in the course of time under 
the influence of an infinite surrounding me- 
dium. Appreciating the possible infinitude of 
the system of rules defining the regularities 
of the" informational activity of the brain, 
Glushkov believes that the modeling of a suffi- 
ciently large number of the essential rules in 
the brain system eventually will result in a _be- 
haviorpattern-of the model (on the informa- 
tional level) which will correspond to brain 
activity." Glushkov has asserted that, since 
modern electronic digital computers possess 
“a.lgoritl"1mic universality‘ . . . it is-theo‘reti- 
cally possible to model [on the informational 
level] any thought processes with the aid of 
such machines." 9- "- ‘° 

At leas_t assignificant as the content of 
these epistemological disputations is their 
wide distribution in popular and Party media. 
Typical of “thinking machine" discussions is 
an article in Znaniye-Sila" (Krwwledge is 

Power, a popular-science ‘type of magazine). 
It describes the parallel mode of operation of 
the brain (carrying out several calculations 
or ‘decision procedures simultaneously) versus 
the series (single-track) nature of contem- 
porary electronic COIIlp_lltiIlg..-j_i_Pp&_l‘8-.tUS _and 
points‘ out the advantage of the former in effl- 
ciency and universality. It reports that So- 
viet researchers are studying the operating 
principles of automata which work in parallel 
instead of in series."

‘ 

Soviet research in artificial-intelligence is 
motivated by the anticipated necessity of 
using machines in place of people in situations 
where speed, complexity, or other character- 
istics of control processes exceed the capa- 
bility of man. The Soviet policy regarding 
the use of “thinking machines" was expressed 
in a recent edition of, Kommunist‘. The de- 
velopment of technology, with the increase in 
speed and accuracy requirements of separate 
production ‘0pe_I',8-ticpns and the growth of the 

- --_- .-.,i-,.<_- --. ._i-. -
. 

°That*ls,.computers can perform any information 
transformation on the basis of a program {algo- 
rithm) built out of their available elementary in- 
structlonspif these include rule's>'which deflneichance 
transformations and instructions iby which certain 
alterations are made in the system of rules. 

—.
A 

entire technological process as a whole, was 
said to have begun to exceed, in. most cases, 
man's power to control them». The K0mmu- 
inist article concludes that it is necessary to 
replace even the psychic activity of man in 
such cases with automatic control machines." 

PRINCIPAL RESEARCH PROBLEMS 
The -“tent-like" character of artificial-intel- 

iigence research hasiresulted in a somewhat 
chaotic state in this field of science."-I-‘ 
There are several schools, each represented 
by spokesmen as critical of other schools as 
they are competent in the techniques? of their 
own. The result is a lack of standardized cri- 
teria for use in assessing Soviet research in 
the field of artificial-intelligence. Thus, an 
expertin one popular US approach, upon‘ dis- 
covering a lack of comparable work in the 
USSR, will give a negative evaluation of So- 
viet researchin artificial-intelligence. On the 
other hand, the opponents of that particular 
US expert ,iwill argue that the absence of such 
research in the USSR signifies that the" So- 
viets have withdrawn from a blind alley of 
investigation, Many of these conflic_ts are 
semantic; almost all of the approaches‘ to 
artificial-intelligence share la common set of 
problems. W.hen Soviet research on -these 
problems is compared with US approaches to 
the same problems, regardless of "schools," 
the USSR and the US arefound to be approxi- 
mately on a par. 

'I'here are difl'erences_in emphases, however, 
between Soviet and ‘US approaches ‘to these 
shared problems; US scientists tend ‘to em- 
phasize ‘mathematical or -machine models of 
human cognitive processes. Many Soviet re.- 
searchers on the other hand consider that the 
human brainhas ‘reached certain, limits in re- 
gard tor its capabilities for memory and oper- 
ational speed after .a -long process of slow 
evolutionary development." The resultant 
qualities of the human brain, therefore, are 
not believed by the Soviets-tobe: equal —to_-all 
the tasks modern men must face. Ajccording 
to them, aimachine that might be a perfect 
analog of the brain, for instance, will not do 
any better than the brain when faced with 
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such tasks. Therefore, if the ever more com- 
plex problems are to be solved, machine 
“brains” surpassing those of -men must be 
built. M. V1 Keldysh, President of the Acad- 
emy of Sciences, USSR, in making this point 
asserts: “We must copy nature's processes in 
technology creatively rather than literally, 
with full knowledge of nature and of tech- 
nology so that we may select techniques which 
will give us better results than those achieved 
in nature."'_‘ ’I'he natural processes to be 
copied “creatively” in the Soviet research pro- 
gram are the same processes investigated by 
US scientists of most schools concerned with 
artificial-intelligence. These are search, pat- 
tern recognition, learning, planning, and in- 
duction."' 

‘Search and Pattern Recognition 
The first approach to machine solution of a 

problem is search. Given a problem, a con- 
temporary data-processing machine in the 
USSR as elsewhere, can search rapidly by "trial 
and error through a large number of possible 
solutions for a valid solution to the given 
problem.-. Nevertheless, in solving complex 
non-trivial problems, the number. of possible 
solutions is so large that this trial-and-error 
methodology becomes excessively time-con- 
suming in practical operation. 

Soviet scientists recognize-that a large re- 
duction in search time, although bringing 
some real’ problems into the realm of practi- 
cal machine solution, could beachieved by 
theintroduction of pattern-recognition tech- 
niques. The machine. that is designed with 
pattern-recognition aids-to-search could clas- 
isify problems into categories amenable to cer- 
tain types of solutions. The current state.of 
Soviet and Western research suggests that 
such techniques are nearing practicability for 
more and more complex. patterns. 
Theoretical studies for pattern-recognition 

devices began in the USSR as early as 
1953."-'-'" The ,philosophica.l, physical, and 
psychological bases of perception were exten- 
sively discussed. -in Voprosy Psikhologii (Ques- 
tions of Psychology) in 1959;" More re- 
cently, Soviet researchers have accomplished

r 

considerable work on the. specifics of mini- 
mum descriptions of images that are required 
for recognition by artificial systems."-2’ 
The works of E. L. Blokh, mathematician 

at the Institute for Information Transmission. 
Systems and E. M. Braverman of the Insti- 
tute of Automation and Telemecharlics are 
notable among recent approaches to practical 
solutions of recognition problems. Braver- 
man has originated a “compactness hypothe- 
sis"' as a theoretical basis for solution of 
such problems. Several Soviet researchers 
are using this theory as a basis for develop- 
ment of specific recognition techniques. E. L. 
Blokh is using certain operations to compute 
the distance and angle between elements, rep- 
resenting various patterns presented, in an 
n-dimensional configuration space. This ap- 
pears to be a promising mathematical model- 
ing approach. to a_ large class of pattern-rec- 
ognition problems." 
-Pattern-recognition modeling studies are 

being supported by research on perception 
from the psychological and physiological 
points of view. One investigation involved 
the establishment and development of percep- 
tual activityin 3- to 6-year-old children. Eye 
movements’ of the subjects were observed and 
recorded photographically as the children ex- 
amined. (for learning) and later recognized 
pictures presented to them. The-eye~move-~ 
ments recorded were then compared with 
measures of the recognition ability of the chil- 
dren at different ages." Another study was 
devoted to identification of objects in the 
visual system. Time required for subjects to 
recognize simple Objects, formed of small 
numbers of elements, correlated well with 
an information theory model for such recog- 
nition that was based on earlier findings on 
information collating and processing activity 
lI'l the eye system.“

_ 

‘T-he "compactness hypothesis" is formulated. as 
follows: Patterns presented to the artificial system are characterized y a number oi criteria equal to 
n. The values of the n criteria are used to estab- 
lish points in an n-dimensional configuration space. 
Each point represents. ari individua pattern. All. 
points representing ‘patterns which are similar, for 
examgle, all letters ‘A,-"'all figures "5," all pictures 
of ca , will tend to lie in “compact” regions of _the_ 
space, with relatively easily discernible separations 
between regions.‘-"‘ '

7
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Soviet work in the area of realization of 
physical models to perform pattern recogni- 
tion has been reported. At a 1957 Scientific- 
Technical‘ Conference on Cybernetics, one 
reading device for an information machine 
was described." At an All-Union Conference 
on Machine Translation, held at.Moscow State 
University in May 1958, reports on principles 
of" constructing electronic reading devices 
were heard, and a device “enabling the blind 
.to.read~ ordinary typographic text” was de- 
scribed." 3‘ (The-latter device has been pic- 
tured in the Soviet press, but its operating 
principles were not described in publication.) 
Hardware modeling of pattern-recognition 
schemes ls being conducted by A. A. Kharke- 
vich, the well-known radio engineer, as Well 
as others.“-"ll" Some of this research is di- 
rected toward the specific application of auto- 
mating-the input of information into comput- 
ing machlnes."~"- 

A quasi-topological method of distinguish- 
ing and identifying letters has been developed 
and realized in hardware by a group of re- 
searchers of the Institute -for Systems for 
Transmission of Information (Moscow)-.‘”“‘ 
This makes use of scanning the contour of a 
letter with a light spot and identifying its 
topological characteristics (ends of“lines, and 

‘I '""*junctions'.of lines), which are recorded in _a 

\ . 

binary code. Since this will not separate all 
Cyrillic letters, some of which are topologi- 
cally identical, further geometric analysis -is 
used to analyze topologically redundant 
groups. Such Bfscheme is basically Sound in 
theory and relatively easily realized in hard- 
ware, but system "noise" (disconnected lines 
or smudged letters) may be hard to deal with, 
and no figures have been published on reli- 
ability of recognition accomplished. 
In June 1980, the Scientific Council on Cy- 

bernetics sponsored a seminar on reading. de- 
vices. This seminar considered the principles 
of constructing such machines and creating 

_ ;correspond,'__1ng__ systems for coding the infor.-,.- 

mation involved." Five different machines 
under development for automatic pattern 
recognition were described by V. M. Glushkov 
(letter recognition by line scan and minimal 

scheme described is unnecessarily cumbersome 
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description); VJ. A. Kovalevskiy (image _scan- 
-ning by following the outlines of letters); 
A. D. Krisilov (identification of constant fea- 
tures of letters by means. of standard tele- 
vision techniques); V. M. Tsirlin (the quasi- 
topological method) and A. G. Vitushkin (a 
computer manipulated system for analyzing 
Cyrillic letters which separates characteristic 
features by means of vertical line scanning). 
In addition, E. M. ‘Braverman and V. S. Fayn 
presented papers on recognition systems em- 
ploying learning (that is, performing identi- 
fication on the basis of criteria not -given be- 
forehand). . 

Studies on the mathematical modeling of 
recognition processes on electronic digital 
computers have been conducted by M. M.. 
Bongard, -an outstanding young biophysi- 
cist.“-" A report of his in the Cybernetics 
Council collection Biologicheskiye Aspekty Ki- 
bernetViki—Sbor.ni/: Rabat (Biological Aspects 
of Cybernetics-Collected Works) describes 
the methodology and prospects of recently 
begun research aimed, first, at bridging the 
gap between physiological study of optical re- 
ceptor. activity and the modeling of recogni- 
tion, using a universal digital computer." 
However, Bon_gard alludes to theldisadvantage 
of thislinodel in contrast to the‘ parallel in- 
formation processing employed‘ in human rec- 
ognition activity. He foresees, therefore, the 
development of“ a “logic of recognition . . . 

a. logic such that it could be used in an analog 
computer. In essence, such a machine will 
be a model Of part of the human brain." 

Principles for constructing a "universal 
reading" machine have been developed by 
V. M. Glushkov.“ This scheme uses la cath- 
ode ray tube-type receptor, a computer t0 

control the trace and to compute the descriP' 
tion of the pattern presented, and a telih‘ 

nique of comparison against descriptions pre- 
stored in the (memory for identifying patternS 
pr.esented.,. The. author admits that -the 

for the recognition of such simple stylized 
‘patterns as digits or letters, but points t0 its 
usefulness for “reading” complex contour!» °F 
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semitone pictures. Such a "universal read- 
ing automaton" has been built at the Com- 
puting Center of the Academy of Sciences, 
Ukrainian SSR, and is used in conjunction 
with a “Kiev” computer. 
A somewhat different “machine that reads” 

has been-developed at the Ukrainian Academy 
Computer Center under the direction of Can- 
didate of Technical Sciences, V. A. Kovalev- 
skiy.‘"“° This system reportedly failed to 
recognize only 2 of 35,000 numbers produced 
with a portable typewriter, including half 
‘printed and otherwise distorted samples. In 
using this method for recognition, according 
to Kovalevskiy, the maximum of the correla- 
tion coeflicient for an -unknown image and of 
each of the standard images is sought, the 
latter images being subjected to all possible 
transformations. When this is done, all nor- 
mally typed letters, as well as most of those 
artificially marred, are correctly recognized 
and identified, with the statistical error of 
incorrect recognition not exceeding 10*. 

For solving a more general problem of rec- 
ognizing nonstandard letters and numbers, an 
algorithm is being developed which is based on 
dichotomy, that is, sequential division of the 
set of all images into two classes. Kovalev- 
skiy believes that such an algorithm will make 
-it possible to work with an alphabet contain- 
ing many -characters and will assure rapid 
recognition with a comparatively small mem- 
ory capacity. 

Learning, Induction, and Planning 
Further improvement in machine problem- 

solving efficiency could be accomplished with 
the addition of a“ learning capability. The 
machine would: then be able to apply readily 
its already proven methods to the solution 
of‘ problems that are new butsimilar to prob- 
lems previously encountered in the machine's 
experience. Radical reductions of search 
time could be-realized through thelapplication 
of planning methods: the machine would sur- 
vey and analyze the solution space and plan‘ 
the best. way for its detailed examination. 
Furthermore‘, to manage broad classes of very 
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complex problems, the machine, as the 
human, must construct and internalize a 
model of its environment, that is, it, must 
employ some scheme of induction. 
Research on planning and induction in ar- 

tificial systems is at a rather early stage of 
development in the USSR, as it is in the West. 
Progress is occurring, however, in fields con- 
tributing to the development of machine 
learning, induction and planning. Such sup- 
porting research includes studies on informa- 
tion theory, coding theory, brain modeling, 
statistical decision theory, automata. theory, 
and heuristic programming. Pertinent So- 
viet literature often treats these subjects as 
conjoined in such studies as pattern recogni- 
tion employing learning, other learning sys- 
tems, self-organizing systems, or brain models. 

Learning appears to be an essential charac- 
teristic of more efficient and truly universal 
pattern-recognition systems, just as it is of 
more efficient problem-solving apparata in 
general. Soviet researchers in the field of 
learning systems like‘ Braverman, Glushkovc, 
and Mark Ayzerman,‘ compare favorably 
with their Western counterparts. Further- 
more, they are working on. essentially the 
same types of studies: perceptron-type sys- 
tems, algorithms for teaching the recognition 
of -shapes, and computer programs for 'recofg- 
nition of pattern configurations.“ 5‘-‘*1 

Investigations of learning systems for rec- 
ognition are being conducted at a~ variety of 
Soviet scientific establishments. At the In- 
stitute of Automation and Telemechanics in 
Moscow, a machine was programmed to dis- 
cern numerical‘ figures written in difierent 
handwritings. According to Soviet reporters, 
in only a few cases did the machine‘ give er- 
roneousresponses, even when confronted with 
previously unseen figures. The Institute of 
Surgery of the Academy or Medical Sciences 
is testing the hypothesis that a “compact 
area" is formed in the brain of an animal or 
a "human by variants of at similar image. __The 
Institute. or Biophysics oi the Academy of Sci- 

'M. A. Ayzerman ls a Doctor of Technical Sciences 
in mathematics andelectronlcs at the Institute of 
Automation and Telemechanics, Moscow. 4
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ences is attempting to program a machine 
that will identify indices of an image and, 
on ‘the basis of the indices, to recognize the 
image. In each of the experiments, errors 
wereimade by the machine. However-, the;So- 
viets believe that the important fact is that 
the machine is capable of accumulating ex- 
perience, with the result that its qualifications 
are increasing and its errors are gradually 
decreasing." 

M. A. Ayz_erm_an’s latest experimentsinvolve 
the teaching of a machine to recognize pat- 
terns without la need for pre-introduced cri- 
teria. 

" Starting from -a basis "in Braverman‘s 
“compactness hypothesis," Ayzerman devel- 
ops two algorithms by which a machine can 
"learn" to distinguish. between the compact 
areas representing different images in a con- 
figuration space, thus separating and recog- 
nizing. the images. algorithm has 
the machine construct, one by one_,, random‘ 
hyperplanes "whose only criterion is that they 
separate points which the machine is told 
(that ls, training process) represent -different 
objects. Ending up the training phase with 
a series of intersecting hyperplanes, the ma- 
chine then examines thesevand i“was_,hes out" 
sections of planes which do not perform the 
separating function, thereby leaving _a series 
of broken hyperplanes which effectively sepa- 
rate areas containing points representing dif- 
ferent images. In using, .the second algo- 
'ri'thfn, the machine constructs positive. poten- 
tial surfaces (functions) decreasing away 
from, respectively, each point or set of points 
representing images of the same object. 
Identification of a test image (point) is ac- 
complished by (first algorithm) -_deter'mining 
on which side of the ‘hyperplanes the point 
lies, or (second algorithm) determining which 
potential surface (function) has the highest 
value at the test point. Tests were conducted 
with five digits (0, 1, 2, 3, 5), each written- 
160 different ways. Using 40 samples of each 
digit for training, and 120 for test, the ma- 
chine achieved 83-89 percent correct recog- 
nition with the first-algorithm. With “paral- 
leling” of seven variations of a digit in the 
_tr_aining; process, 98 percent correct response 
was achieved. The training sequence filled 

1,500-3,000 ‘binary digits in machine memory, 
The second algorithm was tested using 1,0 
samples of each digit for training and 150 
for testing and resulted in 100 percent cor- 
rect recognizance. Additionally, the second 
algorithm was tested" on the 10 digits from 0 
to 9, with 10 samples for training and 140 for 
test on each digit, and achieved 85 percent 
correct response.” °“ ‘*7 Ayzerman’s second 
algorithm is very similar to that employed in 
a US device now becoming. operational for the 
identification. of sonar contacts. 

Pattern-recognition techniques are em- 
ployed at the Institute of Surgery imeni Vish- 
nevskii, Moscow, m achieve rapid assessment 
of the area, and -seriousness of burns.“ The 
algorithm, for. recognition. of objects with 
many parameters, employs learning. The 
system is "trained" on case histories. When 
vital information, such as burn area and lo- 
cjation and .patient's_ age, is fed in, the com- 
puter identifies. and stores symptoms and 
other factors. It also identifies objective cri- 
teria for forecasting the outcome of the ill- 

ness. The system was tested on additional 
case» histories with- known outcomes, and the 
prognoses in .most cases agreed with the ac- 
tual course and -outcome of the injury. 
Many of the Soviet attempts to realize mod- 

els of learning, induction, and other aspects 
of the cognitive process" are carried on under 
the classification of self-teaching» (or learn- 
ing) systems, or of ‘self-organizing systems. 
A significant portion of research in these areas 
has apparently not been published. In a 
number of cases the titles of papers discussed 
at meetings’ and seminarcs have been pub- 
lished, but the contents of the papers are un- 
available to the West. Thus, a self-teaching 
machine based on a program model was dis- 
cussed at the First All-Union Meeting on Com- 
puter Mathematics and C0mp_u,t_ing Technol- 
ogy held in 1959, but details have not been 
circulated to the "West. Other self-teaching 
machines "were alluded to (but only in gen- 
eral terms) atl cybernetics seminars at Kiev 
and Moscow State Universities.'“*"l Since its 
inception in 19505, the latter seminar, con- 

¢_. 

Approved for Release: 2018/03/28 C06731721
_ 

due" 
I-Y8: 
out 
jecti 

Al 
cont 
stud 
knox 
A. G 
gori: 
learr. 
ins) 
work 
stud; 
varis 
trol 
(self 
appl: 
is, tr 
mula 
Ivakl 
ceptr 
in tb 
ceptr 
ation 
lar U 
Mo 

autor 
collec 
trol. 
Thor: 
lov, t 

learn.‘ 
SovieP 
and 
Newel 
Rochi 
Andre 
Moscc 
Soviei 
algori 
finds 
rithm 
deterr 
put. “ir 
ing pi 
tem. " 

Clo: 
learni



l

I 

E

i 

Al 

ll

I 

chine memory. 
sted using 10- 
ining and 1-50 

0 percent cor- 
ly, the second; 
i digits from 0 
ng and 140 for 
'ed 85 percent 
man's second 
at employed in 
-ational for the 
s. 

(ues are em- 
:ry imeni Vish- 
pid assessment 
"burns!" The 
F objects with 
learning. The 
stories. When 
n area and lo- 
d in, the com- 
symptoms and 
s objective cri- 
ome of the ill- 

on additional 
comes, and the 
rd with the ac- 
: injury. 

to realize mod- 
i other -aspects 
trried on under 
‘iing (or learn- 
nizing systems. 
ii in these areas 
iblished. In a 
-apers discussed 
lave been _pub- 
papers are un- 
a self-teaching 
model was dis- 
leeting on Com- 
iuting Technol- 
have not been 

er self-teaching 
at only in gen- 
minars at Kiev 
5.“-"1 Since its 
~ seminar, con- 

ill 

ll 

J1 

__'-;<__i;> 

1*";

i

i 

ii

1 

.3

3 

Approved for Release: 2018/03/28 C06731721 

ducted by the outstanding cyberneticist A. A. 
Lyapunov, has held biweekly sessions through- 
out the school year on a wide range of sub- 
jects‘ related to cybernetics. 

..Applicatlon ofprinciples from automatic 
control theory to self-organizing systems 
study is exemplified by‘ the work of the well- 
known control engineer and mathematician, 
A. G. Ivakhnenko. He has-surveyed and.cate- 
gorized various types of “learning" and “self- 
learning" (that is, new information generat- 
ing) systems and has related US to Soviet 
work on some of these types. Ivakhnenko is 
studying the application of the theory of in- 
variance and the principles of combined con- 
trol systems to the development of certain 
(self) learning systems. Control principles 
apply to the memory part of the system, that 
is, to thecontrol of the selection and accu- 
mulation of information in the memory. 
I-vakhnenko islspecifically interested in a per- 
ceptron-type device, a scheme first developed 
in the United States.°"° Ivakhnenko's per- 
ceptron device apparently employs some vari- 
ations and innovations in comparison to simi- 
lar US devices." 
Modeling the "processes of instruction with 

automatic systems was discussed. in a 1962 
collection on automatic regulation and con- 
trol. Starting from the learning theories of 
Thorndike, Gestalt psychology and I. P. Pav- 
lov, the authors discussed various machine 
learning systems. Among the Western and 
Soviet systems discussed were the perceptron 
and the approaches of‘ the US scientists 
Newell, Simon and Shaw, Gelernter and 
Rochester, and O. Selfridge, the UK scientist, 
Andrew, and the Special Design Bureau of 
Moscow Power Engineering Institute. The 
Soviets view training as a process of changing 
algorithms, and propose that “a system which 
finds by means of automatic search an algo- 
rithm of action. which is successful from any 
determined point of view and which was not 
put into the system by man before the train- 
ing process, should be called a learning sys- 
tem."'“ 

Closely related to systems. embodying self- 
learning are those capable of self-organiza"-

l 

-tion.° Soviet scientists evinced interest in 
the theory of self-organizing systems as early 
as 1959. In that year, S- N. Braynes, and.A. V-. 
Napalkov wrote on the subject for Voprosy 
Filosofii (Questions of Philosophy). In that 
study, the investigators related the develop- 
ment of such systems to their work on con- 
ditioned-refiex modeling. They foresaw the 
realization of “an algorithm of operation for 
self-organizing cybernetic systems, ensuring 
the -formation of new programs for operation 
without the undertaking of ‘exhaustiveisearchi’ 
of all possible variants." 1‘ 

Considerable attention was devoted to self- 
organizing systems at an All-Union Meeting 
on Computer Mathematics and Computing 
Technology (1959) and at a symposium on 
Principles of Design’ of Self-Learning -Systems 
held in Kiev during 1961. Comparison of the 
published papers’ from the latter symposium 
with those given at the first US Interdisci- 
plinary Conference on Self-Organizing Sys- 
tems in 1959 reveals very similar’ topic cover- 
age and a similar level of achievement re- 
fiected at the two conclaves. As of 1961, the 
Soviets were 2 to .3 years behind the United 
States in this particular area of artificial-in- 
telligence research."‘" 

Brain Modeling 
Historically, there has been a large amount 

of Russian neurophysiological research since 
the early '19th century, but its mathematiciza- 
tion is a recent innovation. Brain research 
now is very much concerned with the algo- 
rithmization and modeling of the information 
transactions which take place in living or- 
ganisms. These studies play an important. 
role in cybemetics/artificial-intelligence re- 

'M.- C, Yovlts, Chairman of the First and Second Conferences on Self.-Organizing Systems, Chicago, 
1960 and. 1962, considers these areas of artificial- 
lntelligence research .to be of great significance. To 
Yovits ‘it appears that “certain types of problems, mostly those involving" inherenty non-numerical 
types oi information, can be solved efflciently only 
with the use of machines exhibiting a high degree 
of learning or self-organizing ca ability. Examples 
of problems of this type incluge automatic print 
reading; speech recogn t on, pattern recognition, au- 
tomatic language translation, information retrieval, 
and control of large andcomplex systems. Emcient 
solutions to problems of these types will probably 
require some combination of a fixed stored program 
computer- and a self-organizing machine,"1'-' 
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search and are conjoined with attempts to 
simulate artificially the pattern recognition, 
learning, planning and ‘induction processes. 

Before research could begin in this new 
field, the whole area of physiology and cyber- 
netics had to be broken out ofyithe restraints 
of Pavlovian doctrine. The beginning of this 
break was apparent in a 1955 review of the 
subject by the» well-known Soviet physiologist 
P. K. Anokhin in Questions of Philosophy 
(Voprosy Filosofi'i).’° Laboratory experimen- 
tation in the modeling of brain processes 
began shortly thereafter; Some of the earli- 
est work was reported at a Scientific-Techni- 
cal Conference on Cybernetics, held at the 
Laboratory _-of Electromodeling of the; Acad- 
emy "of Sciences, USSR, in May I957. L. I. 
Gutenmakher, Director of the Laboratory, 
described work on the electrical modeling of 
certain mental work processes using “infor- 
mation machines with large internal stor- 
age." 5° Research into the structural make- 
up of the human brain was discussed at the 
Seminar-on Cybernetics at Mos,cowlStat‘e Uni- 
versity in 1960;" 

\ 

After an artificial-intelligence slant to tra- 
ditional neuroanatomy and neurophysiology 
became evident in efforts to model the brain, 
a new type of interdisciplinary scientist 
emerged. A. V. Napalkov of the Faculty of 
Higher, Nervous Activity at Moscow State Uni- 
versity could well be described as the first 
of this new breed of physiologist-cyberneti- 
cist. In early 1959 he co-authored, with a 
medical doctor an_d an engineer,»a studywhich 
surveys cybernetics and physiology in general, 
including the theory of automata. Further- 
more, these scientists describe the results of 
studies on brain activity in terms of a search 
for algorithms representing systems capable 
of independent development of new programs 
for their operation, and those able to, form 
new behavior patterns ‘on the basis of proc- 
essing information accumulated earlier. 

They also described an artificial device which, 
in a primitive way, “simulates these jlearning 
processes, that is, a “learning automaton," 
and which was developed at the Moscow Power 
Engineering Institute "in cooperation with the 
life scientists." 

--0 

"Department of Higher Nervous Activity re- 
ported lfindings which showed increasing so- 

_,_______Appr0ved for Release: 2018/03/28 C06731721 

More intensive investigations into the infor- 
mation processing procedures of the brain, 
still in terms‘ of the development of chains of 
conditioned reflexes, were described by Napal- 
kov in 1960.“ In 1962, the researchers in the 

phistication in the" greater complexity of the 
algorithms of information processing that 
had been derived. By 1962, a much more iso- 
lphisticated "learning machine," based on the 
algorithms defined by the neurophysiologists, 
and‘ exhibiting some capability at -"self-organ- 
ization" (that is, self-improvement), had been 
fabricated by the engineers at the Power En- 
gineering Institute. This group worked with 
the neurophysiological laboratory of, S. IN. 

Braynes, co-worker and co-author with Napal- 
kov.“ 

Soviet Bloc researchers are also investigat- 
ing the mode of operation of brain processes 
from the. point of view of psychology. The 
work of a- Czech, E. Golas, on the conditions 
of generalization in pattern» _recogni_tion and 
learning falls" into this class of research. His 
experiments involved a statistical analysis of 
the process of generalization as manifested 
by subjects perceiving common elements 
among sets of stimuli (objects) presented. 
This study, clearly of a preliminary nature, 
served only to demonstrate that wide. varia- 
tions characterize the conditions for general- 
ization." 

New centers for brain research along cyber- 
netic lines are now being established at the 
Brain Institute, Institute of Physiology, Insti- 
tute for Information Transmission Problems 
and at installations outside the M_oscow-Len- 
ingrad complex. At Kiev, for example, stu- 
dents are offered the opportunity to obtain 
training in the most advanced areas of arti- 
ficial-intelligence research, and specifically 
brain modeling. In 1,962, two seminars were 
held under the auspices of the Cybernetics 
Council of the Ukrainian Academy of Sci- 
ences. The first, on‘ “Automation -of Thinking 
Processes," was conducted by V. M; Glushkov, 
chairman of the Council. This seminar cov- 
ered'-T (ii) the foundations and particularities 
of 

“ thought processes that are- characteristic of 
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man in the-creative sphere of hislactivity, and 
me. possibilities of their algorithmic descrip- 
tion; (ii) modeling on contemporary com- 
puters of such processes as pattern recogni- 
tion, zrecognitionl of concepts, identification of 
meaningful sentences, deduction of logical 
consequences, proving theorems, selections of 
strategies in games, and composition of 
music; (iii) learning as at basis for modeling 
the mental activity of man; (iv) , theory of 
self-teaching systems and practical develop- 
ment" of algorithms incorporating learning; 
and (vi) correlations between precise (to the 
degree possible) modeling of creative proc- 
esses and the specifics of machine algorithms 
simulating these processes. 
The second seminar, at the Ukrainian Acad- 

emy, was led by Doctor of Medical Sciences, 
N. M. Amosov. Problems associated with bio- 
cybemetics and the application of electron- 

.. .>

I

1 

ics in biology and medicine were considered 
at this seminar; Specific topics included (i) 
application of information theory in biology 
and medicine; (ii) principles of automatic 
control in, biological systems and ‘their peculi- 
arities; (iii) some principles of coding infor- 
mation in the nervous system; (iv) perception 
and transformation in" receptors and the.) cen- 
tral nervous system; (iv) contemporary hy- 
potheses on the nature of nerve excitation 
from the position of biocybernetics; (vi) some 
questions of modeling elements iof the central 
nerjvous system; (vii) thinking and the psy- 
chic -activity of.man; (viii) principles of form- 
ing self-organizing neuron nets and bionics; 
(ix) control of the processes of excitation and 
inhibition in the central nervous system by 
means of electrical and electromagnetic in- 
fiuences; and (x) cellular biology in the light 
of biocybernetics.“ - 

13/ 
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_.APPENDlX 

= .l_nstitutes< Agsociated wit1i~ ’1Resea'rch- of 
;5_\rtificial-lnteliigencer »Si7gnificance-Yin the Soviet; Bloc 

'A‘c_a.de_my to! Medical ;$ciences, USSR 

Institute: of the Brain: 
" ' 

‘Glezer, ‘V. D. Retina] actiirity in identification‘ __ 

Nevsigaya, A. V. _I(-pi'ob'ably):_. Retinall activ'lty_i‘niidentiflca;ti6n 
‘Se‘re_riinskii;"A. ‘V. (probably). »Reti_‘n§i a;ctivity_ in -identification 

F Tgiiikkefnnanfl. I. 1(probabiy)».~ _Ré;tin‘ai.¢e¢t:iyi_ty. in identification 

_ 

Institute? of S_urge_ry yirneni: Vfshnevskii: 
l 

lieafiiihgl for. recogni- 
" tion_ (location or i__n'}ege§ in the/=brain~); ;patter‘_n-*i‘ejc_ogonition techniques 

‘tor rapid‘ assessnientot _b_jnrns_T
- 

"'- Breynes,lS5 .N., Head of *Ne‘ur0pfhys_ioiogica‘l; Laboratory. Algorithms 
- 

‘oi’ ;conditioned reflex ‘development; -neu"rocybe“rnetics;v self-organii_- 
sine Systems ‘ 

0 

0 

- 

' 

-. 

_ 
. 

Ajca;d”emy--Io!» Pedagogical Sciences, RSESB 

Institute-of Psycndiqgy; 
‘ 

_ 
_ _ 

o 

Leont?e\j_,- A; N. I;nfojrrna'tion, processes in", man K 

Moscow State~RedagQgicai Insti_t1ite: - 

_ 1 

‘:5 

Grishcnénko, N. M»; _Reco’g‘n'ition' of rmeaningfiii sentences 

. 

"Scientific Research Instituteroi De'_1’_ec‘t,oiogy,:@ 

Muratov/,fR. S. Reading dev_ice"$' 

I 

V 

V 

_1_\ca'demy' of Sci'enc¢5,, USSR 

Cqmputere ‘Center: ‘ 
*

_ 

K_ozhukin,.G'. I-. Seifétetaéhingimacnines 
V -'

- 

Institute of Automat__i_o;'i and Te_ie’rnech_}i.nics:' "learning systenié ‘tor rec'- 

% 
ognition (Pmhchine Yb, d_i§c_¢i'n handwritten‘ numerical figures)

' 

Ayzerman; M». A-. 7Leai'_r1in’g_I$'ystems io1_"=recognit'ion*- 

Bashkirov. O.--A. ,I_iea.rning systems for recognition . 

Bravermanfl E- M. Learning systems for =recognition;. ‘fcompactness 
h_ypoth'esis"‘ 

I 

' 

-r 
. 

» I 
‘V 

r 

F¢_1‘<m.=;urn. 4, 1; '.Ma;chine 1m_e;111g¢p¢'¢- ,, 

-

' 

I Muchnik, :I_§ ‘B, 
> 

L5earn1ng;_.$yste‘rns-;'_i’or. recognition. _ 

Si'1til'n‘_i§1,r,i-, Yé. ‘V. Modeling» instruction prdcess‘usling _-psychological _ 

?léI?~!'I.1ifi,Ev /thcorye 2 
. 

'- 
' 

- 

' ‘*1- 
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Institute or Biophysics: mathematical modeling oi recognition proc- 
esses; leaming systems for recognition (identification ot images by 
means oi indices) 

Bongard, M. M. Mathematical modeling of recognition processes; 
learning systems tor recognition Maksimov, V. V. Learning systems for recognition, Petrov, A. P. "Leamlng systems for recognition Smirnov, M. S. Learning systems i’ol'rrecognition_ Vay_ntsvayg,.M. N. Learning systems Tor recognition - Zenkin, G. M. Learning-‘systems 

i’_or recognition‘ '

‘ 

Institute oi Philosophy: '

_ 

Novik, I. B. Modeling information processes Institute oi’ ‘Physiology imeni Pavlov; 
-

' 

Anokhln, P. K. At Cybemetics Laboratory. Physiology and 
-cybernetics 

Laboratory of Electromodeling: site oi Scientific Technical Conference
‘ 

on Cybernetics (1957) 
_

' 
Avrukh, "M. L., -editor oi a VINIT1 publication. Reading devices Gutenmakher, L. I. Director of Laboratory oi Electromodeling. - 

Electrical modeling oi thought processes; automatinig informa- 
tlon, input

. 

Kholsheva, A. F; Reading devices Stretsiura, G. G. Reading devices '

. 

Mathematics Institute,an'd Computer~Center" (Novosibirsk): selt-teach- 
~lng ‘machines 

Kozhukin,» G. I. Selr-teaching machines Mathematics Institute imeni Stekiov: Kolmogorov, (A. N. Parallel-operating automata; modeling" think- 
-ing beings 

_

' 

_ Lyapunov, A. A., editor, Problemy Kibernetvl/ci. General-cybernetics
- 

Lyubimskli, E. Z. Reading devices
. 

Ofman, Yurii. Parallel-operating automata 
,_ . -

- 
Mathematics Institute imeni Steklov, Leningrad Department: Varshavskii, V. I. Minimum description oi’ images required tor arti- 

ficial recognition; pattern recognition. With;-16?-m1n8 Party committee oi’ the Presidium: Co-sponsored conterence on "Phil- 
1' 

osophical Problems or Cybernetics"

l 

_ Scientific Council on Cybemetics: 2 general coordination or cybernetlcs 
research work; sponsored seminar on "Reading Devices"; co-sponsored 
"con'!eren'ce on ‘»‘Phiiosophical ,Problems of Cybernetics". -Parln, V, Chairman of Section on "Cyberne'tic_s' and Living Nature" (Bionics) '

. 

_1__?rokhorov, A. ' 

e 

’ 

'- 

'l 

Scientific Council on “Philosophical Problems or Natural Sciences": co-
, 

sponsored ‘conference on "Philosophical Problems oi’ ‘Cybernetics’?
* 

Academy oi Sciences, Latvian SSE 
Institute’ oi’ Electronics and Computer Technology: Dambitis, Ya. Ya. (probably). Seli’-organizing systems Institute oi’ Physics: 

Shneps, M. IA. Self-organizing systems .-'- 

(f
_

J 

' 
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- 2018/03/28 C067317 
_- - 

Approved for Release.



1

i 

M;

l 
ll 

l 

ll 

ll

l

1 
l

l

l 

‘ 

1

l 

l 

l 
. 

.1 

Approved for Release: 2018/03/28 C06731721 

-Academy oi Sciences, Ukraine SSR 

Computer Center: " 

Glushkov, V. M. Machine intelligence; seli-teaching/seli-organizing 
systems: pattern recognition with learning; reading devices; rec- 
ognition oi meaningful sentences - 

_ 

Kovalevskii, V. A. -Pattern recognition with learning; reading de- 
‘ vices; automation oi iniormation input 

Stognii, A.. A. Recognition oi meaningiui sentences 

Cybemetics Council: sponsored seminars on “Automation oi Thinking 
Processes" and biocybernetics 

Glushkov, V. M.,'Chairman.oi Cybernetics Council. Machine intelli- 
gence; seli-teaching/seli-organizing Systems; pattern recognition 
With‘. learning; reading‘ devices; recognition oi mealningiul sen- 
tences’ . . 

a 

-¢ 

-.-4... 

.-_.~.4 

/-9 

Stognii, A. A., Scientific Secretary oi Cybernetics Council. Recogni- 
- tion oi; meaningiul sentences _

_ 

Institute oi Cybemetics:
' 

Gluskov,'V. M- “Director. _Machine intelligence; seli-teaching/selb 
organizing systems; pj1ttern- recognition with learning; reading 
devices; recognition oi meaningiul sentences 

Institute oi‘ Electrical Engineering; 
‘Ivakhnenko, A. G. Control theory in artificial intelligence: percep- 

tron—type device I 

Mathematics Institute: . 

Amosov, N. M., Leader oi Seminar on. Biocybernetics 
Kukhtenko, A. I. Seli-organizing icontrol) systems 

Other Institutes and Personnel Associated. with Artificial-Intelligence 

First Moscow; .Medical Institute, Department oi Physiology: _ 
Anokhin.’P. K., Headoi Department oi Physiology. ‘Physiology and 

cybernetics
’ 

-\;- .. - 

Kazan Aviation Institute; 
Borshche. V. B.. published in Trudy Kazan Aviatsionnyi ‘Institut 

(Works oi the Kazan Aviation Institute). Machine intelligence 
.Il’in. Vi V.. published in '7lrudy_ Kazan Aviatsionnyi Institut. Ma- 

chine intelugence 
Rokhlin, F. Z., published in Trudy Kazan Aviatsionnyi Institut. Ma- 
chine intelligence i 

‘v 

Kiev Computer Center: , 

Kondratov, A_., associated with work at Kiev Computer Center; writer 
on artificial intelligence _ 

Kiev Institute oi Civil Air Fleet imeni Voroshilov: 
Kukhtenlgo, A. I. Seli-organizing (control) systems 

' Laboratory (now In,stitute);i_or Systems ior Transmission oi Information: 
Blokh,.E. L. Minimum description oi images required». ior artificial 

"' 1 ~‘ ~=-;-%=~~*:>recognition;. l-‘compactness hypothesis" » _- . -- ‘-'.'-~‘-_-<T_'.- -, - ,- . 

Garrnash. V. A. Quasi-topological approach to recognition; reading 
'=' devices . I (0 

ll 

Approved for Release: 2018/03/28 C06731721

l 

‘v

1



1

v 

ll

l 

i
4

l 

l

l

l

1

l 

‘l 

.“ 

|

F

l 

l

— 

*€=‘:-G15!-vital“. 

. 

_..., 

4-(3 

,._.,-_...;a..-;_l;4?..,-_._,

Z

l 

I 

>1 

‘H

I

| 

Pereverze 

Leningrad State University,’ Exp 
iation: _ 

Moscow Power Engineering Insti 

Moscow State University. Dena 

"Order oi Lenin Institute oi’ Power: ' 

.Unlverslty imeni Palacici, Oiomuc,
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d scri: tion of" images" required 
‘tor 

Kharirevich, A. A‘, Minimum e p 
artificial recognition 

di rimination oi speech sounds 
Kirillov, N. Ye. Automatic sc l g 

i 
\ 

~ . . 9 t 
v-Orlov’, V‘. S. (probably). Quasi-topological approach 0 

recognition; reading devices 
A

' 

din 
Tsirlin, V. M. Quasi-topological approach to recognition; rea _g 

devices - 

Latvian State University, Computer Center: 

Arin~', E. -‘I. Self-teaching machines 
erimental Laboratory. oi" Machine ‘Trans- 

Andreev, N. D. Reading devices 
i ni‘Zhuico,v_si;iy':

' 

Military Air Engineering Academy me 
Chinayev, P. I. Sell-teaching/seii-organizing systems 

tute: brain modeling 

Kusheiev, Yu._'N., Engineer. Neurocyberneticsl 

Krug, G. K. Self-"teaching machines 

Letskli, E. VL. Sell-teaching machines; n_e'urocybernetics' 

Svechinskii, V. ‘B., student. .'Neur0cybernetic's, modeling thought 

processes 
oi continuing Cybernetics Seminar Moscow State University: site _ 

Leont'ev,~_A. N. information processing in man
' 

Lyapunov, A“. A.. coordinator oi’ Cybernetics 
§eminars. General cy- 

bernetics _ 

rtment; of Higher Nervous Activity.:~ 

Chichvarina, N. A. Algorithms oi conditioned reflex development; 

neurocybernetics 
Napaiifov’, A. V-L Algorithms oi. conditioned reflex development; 

n‘eurocybern'e'tics: "self-organizing systems
' 

Semenova, T. P;, Algorithms oi conditioned reflex ‘development; 

"neurocybernetics 
Shtil'man, Ye. VJ. Modeling instruction processes using 

psydhologi-' 

cal learning theory 
S0k0lOVY,, Ye. N. ‘Modeling perception 

Turov, A. F. Algorithms of conditioned reflex development: 
neuro- 

cybernetics . 

' Ye V Algorithms oi conditioned reflexdeveiopment: V_0iosiji'nova, ,;. . _ V
o 

neurocybernetics"; modeling instruction processes using psycho- 

logical learning theory 

FeiYdbaum, A. 1»., Faculty of Automation and Computer" Technology. 

Machine intelligence 
Czechoslovakia, Chair of Psychology. 

Golas, E; Generalization in pattern recognition 
and learning 

Osladiiova, D. Generalization, in pattern recognition-land learning 

vaiousek, C. Generalization in pattern recognition and learning 

‘Zapbrozhe obiast Psychiatric Hospital: w
_ 

Gasul'. Ya. R, Modeling thought processes

I 
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Additional Personnel Associated with Artificial-Intelligence 

Blryukov,'B..V., c"ont_ributor'to Problem Kirbernctiki
_ 

Blinkov, S. M. (Structure of the brain
‘ 

Fain, V. _S. Minimum description of images .required for artificial 
recognition; learning systems for recognition; automating inifor-I 

mation. input 
Fatkin, L. V., contributor to ‘Voprosy Psikholpgii (Questions oi‘ Psy- 
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PREFACE r 

Artificial-‘intelligence is a popular» term that was coined 
in the United States during the ,1950’s to categorize research 
studies aimed at simulation of intelligent or “thinking” be- 
havior. This type of research seeks to analyze the factors in- 
volved in -the making, by humans, of specific types of decisions, 
to specify and define these factors as decision procedures or 
mathematical algorithms, and ultimately to fabricate hard- 
ware which can concretely model decision procedures and 
thereby‘ assist hmnan decision makers in making increasingly 
complex decisions. Although current" digital computers can as- 
sist in the solving of some complex _decisio'n problems, artificial- 
intelligence research has already discovered decision routines 
which, while they can be modeled on at digital computer for 
demonstration purposes,‘ are more eificiently solved with other 
types of hardware. In the future this will increasingly involve 
some sort of analog or combined analog-digital equipment, pos- 
sibly a replica of the structure of the ‘human brain, more likely 
a model abstracting essential elements of brain function on 
principles not yet uncovered. 

Artificial-intelligence research is necessarily interdiscipli- 
nary in nature, involvin'g such traditional areas as biology, phys- 
iology, psychology and electrical and systems engineering, with 
a-strong*under-laying of mathematics; As usedin US‘ literature, 
the term “artificial intelligence” may appear to be a rather 
flexible “tent,” encompassing more or less whatever one desires 
to place within it. Nevertheless, artificial-intelligence is a “far 
out” field of scientific endeavor, the surface of which has been 
merely scratched. Its potential for future accomplishments 
can be only dimly seen and not evaluated at present. If it 
succeeds in significantly optimizing decision making in such 
complexareas as theleconomy or national strategic planning, 
it will obviously make, a strong contribution to a relatively mon- 
olithic system, such as the Soviet one. 

In the USSR, research on approaches to the fabrication of 
problem-solving or decision-making machines (that is, artificial- 
intelligence research) is conducted; under the general category 
of cybemetics. This report covers Soviet research on major 
problems in this field, including pattern recognition by ma- 
chines, machine learning, planning and induction in the prob- 
lem-solving machine, and brain modeling. It does not cover 
conventional digital computer solution of problems or on-line 
computer control of processes. - 

The material in this report" is based chiefly on information 
from the Soviet open literature available as of 1 May 01964. 
Additional information obtained through 1 July 1964 does not 
materially afiect the conclusions. -_ -. 
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n,ARri||=|CI;AL-/|rNmL|GENciEt RESEARCH 
‘i IN THE ~.US*SRl ‘ 

0'
D 

PROBl.‘EM= 

To assess artificial:-intelligence research; in ‘the USSR. 

.~CONCLl'US'lGNS- r 

ll. In the Soviet Union, substaritial-govern- 
1 

, 

- _mental-and>PartyTsupportand encouragement 
are. being given-_ to extensive studies on the 
theory yof artificial‘-intelligence. V.-Soviet ._sCi.- 

ehtists of high caliber pare ~conductihg' arti- 
fi¢ia'1=inte11isen¢e “studies and» -3-I@lr6>1P05iT1‘€"" '[b4e=».e.XP9,cted to .continue~at a@r8te'e§l11a-1-'f<° or. young students to; the estate of the a'rt“in 
this interdisciplinary field; laying .ai sound 
foundation’ for‘ further ‘advances. 

2:‘ Thecirnportancvwliich the Soviet regime 
*at't_ach'es to artificial-intelligence research is 
attested by the unusual‘ freedom of openv,dis+ 

cussion .a1lo,wed‘l"sc'ientists W0l'kiI1g.]1I1,l3h€‘qfl6ld', 
as reflected in the published ‘literature. t 

3; Soviet. research-in the th'eoretical' and 
hardware ‘aspects of artificial-intel1igenc_e,'is 
noyv) about asladvanced as US':work and can 

greater than thatobserved in the West. Sig? 
nificant'theoretica1- achievements within the 
next 5' years rare "highly probable; When 
tlieories are converted "into designs, Soviet'en- 
gineers probably will be ableto produce the 
Qequipment. . 8 

2 SUMMARY 

Afters ap-relatively latefstart, Soviet: research 
on aiftificial.-int‘ellige'n'ce' "related to the- ulti- 
'r'nat'e- development .-of Pdecislon-_making-_ ma- 
chinesanow jis aboutron a par with-isimilar ‘US 
work.‘ The=appa1fently 'gre'ater'*rate pof»»-Sioviet 
progress compared, with» that of the West? iS_‘ 

attributable to the magnitutdei of 
ognition and support of. artiflcial¢inte_11ige_nce 

resfearch in the ‘USSR. Soviet oflicials con-. 

sider the\.,develo‘pm'ent of decision-making .ma- 
chines» to "-be? essential to the successful man- 
agement, or their» increasingly. complex eco- 
nomic and social system, and are giving sub- 
stantial support and IParty encouragementto 
artificial,-intelligence studies. 2 

v I »~ —~_-~ e--= ~..>- V‘.-_,>~_%_ - _ ._. __ _,,, ..-, , 

_ _I _ _.___ _ » ' 
. a-_ )_ ' __; 
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Soviet ideologistsand scientistsvare discuss- 
ing, from a wide range of viewpoints, the 
fundamental philosophical problems about 
the nature of intelligence and of man which. 
are raised by .att_emP1?§.tO model decision- 
making or intelligent‘ behavior. The stric- 
tures.-of? dialectical materialist,dogma. are; not 
inhibiting ‘research in this area. In view of 
the high prestige of the Soviet. scientists tak- 
ing part in these discussions" and the publica- 
tion in ‘the Soviet scientific literature of the 
opinions expressed, artificiaJ-intelligence:stud- 
ies represent» rare‘ and significant examples 
of intellectual freedom in the USSR. 
Current Soviet work in’ the major subfields 

of artificial-intelligence research includes in- 
vestigation of techniques for -machine search 
of. problem solutions, p_at_tern _recognition,_x_na- 
chine learning} plan"ning' "and >inaiictiim'- in 
machinesystems, and-lbrain modeling. Soviet 
-progress in- research on "machine techniques 
for search, pattern recognition, and learning 
compares favorably with ‘US advances. Sci.- 
entists and engineers engaged research ._on 
pattern-recognition in the Soviet Unionihave 
made original contribii't'_ions* to tl'ie,.-‘theoreti- 

call basis -for-artificial ’p'a-_ttern-recognitiori-, sys- 
tems and have _. fabr;icatecl.,. various types of 
pattern-recognition.devices._ . 

Soviet research on,si'mulation of such as- 
pects of the. cognitive process as learning and 

of self-teaching and self.-organizing systems; 
In these fields ‘Soviet scientists and engineers 
have created models zbased on neuro-'physio- 
logical conditioned-reflex approaches,-on psy- 
chological learning theory, and. on automatic - 

control» system theory.
_ 

Soviet study of the exceedingly‘ complex 
problems involved in incorporating techniques 
of planning and induction in artificial pr'0b- -, 

lein-solvers is at a very. earlystage of devel 
opment. ,A‘s‘yet, little progress hasbeen-smade 
inthese fields in Tthe West. 
-Research on the modeling ‘of brain processes 

is receiving much emphasis in the USSR; 
Since 1955, laboratory ~e_xperirnentation, on 
models that simulate neural processes has in- 
creased, and outstariding neuro-physiologists 
andipsychologists have begun to work closely i 

with, mathematicians, computer" specialists, 
and electronics ‘engineers on cybernetic stud- 
ies of. brain-modeling jproblems. 

Seminars are regularly ofieredl to expose 
students to the state of the art in ’the=~flelds 
that are especially significant“ to. the future 
of artificial-intelligence researechi in the -USSR; 
These. seminars are -conducted by the leading 
researchers in, artificial-‘intelligence. and are“ ~ 

thereby laying agsound rfoundationfor future 
induction a.trpres'e.nt.»consists" ina'i_nly ofystudyr 'advances_ir'i 'a new and multi_disciplinary'<field_. 

4 . 

' 'o|sc;uss|oN» 

' 

.lNTRODUCTlQ/N‘ 

Since the mid-1950's, the Soviet govern- 
ment has increasingly emphasized the impor- 
tance of a cybernetics ‘research program for 
achieving national and international goals." 
A, large 

_ 
part of fthe, theoretical research aspect 

qr this program-1?§s'li.b@éIi .§e¢vs@d' Qni the. de 
ivelopment -of‘ decision-making machines; 
Realization of.~"s'uch machines -"Would. assist the 
Soviets -in solving two types" of fundamental 

problems: (i) decision making on the basis" of 
i'nc,omplete>data r(s'ometii:nes.referred t‘0.--as-'de- 

cision making ‘under conditions of‘ ~uncer 
t'ainty.),, and (ii), decision making; in 'the:_pres- 
ence of complete-but overwhelming quantities 
of data. -‘Problems of the latter" type are by 
definition beyond the capabilities of human" ’ 

decisionmakers. = Problerns of. the»-first type, 
while inherently characteristic, of human- 
thinking activity, are rapidly extending 
beyond of ’pos'sible human solution 

—“-fi_ --~828~/-46' .,,m-lg Meénhii of Cyhemetlcé _ 
in the context of; economic management and 

the USSR," Cybernetics "211 the SSR, 30 Mar 64 state.-administration; p 

~.. —-_~,.-- — 
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Decision‘-maliing machines are, 'in- essence, 
modfels-of one variety. or anotheriof. the human 
problem-solving -process,‘ Models of jthe hu- 
man thinking] or ‘problem-solving} ‘process are 
artificial" simulations‘ or7fme= inf,o1_'ma‘gtion*'flow, 
or -information processing," procedures- of '_the" 
human problem solven, The model may be 
mathematical,’ in which.1case.,}it‘ may. be ~ at pro-' 
g_ram.ror a Iuniversal- "(di'gital)_ computing ma‘- 
chine; or it may: be.- a ,piece:.o'f hardware,» such» 
as. an"~electronic- circuitry analog. (~_1\/Iany- de- 
cision. procedures -already elaborated" by arti- 

' 

’flcia_lj-iintellig'ence research are‘ not efliciently 
modeled, by? the= sLugle-.tijack,.- sequen'tial;meth- 
od of_operation -of conventional’ digital»;-com- 
puters. __ This would.-~noti be suiprising iin-view 
of the apparent.parallel operation of-' infor- 
rn_ation.~proce;ssing_ in-1 thevhuman brain. ;Such 
decision routines can, be modeled“ ‘for demon.- 

_-stration purposes = on fa» .dig_ita1- computer, but 
analog‘ "models V of;'some»_isort= Willlloom increase 
ingly ilnpoi‘-f8.n_t:iI1‘3t1l8iifabflcfitiOn-?0fi&l‘tifiClB.1-"-

' 

,.decisioni- niakei's,) -v In any -c_ase,.,thei-essential 
feature of '_§l.1Ch ’a,.model'is'_th‘a_t' for avlgiven 
input of in‘formatio'n“the model shall produce 

does Vrthue natural; process being modeled. Re‘- 

search on tsuch models iskcategorized in the 
Unitedcfstates under the rubric l“arti_fi'cial'-i‘n- 
telligencel" ' 

e ., 
t 

1- 

1Sovie't research on» artificial-intelligence: has 
-mu,sh'roomed_<'since 11956: along with-other sub- 
probleinsof cybernétics. AIter»theLestablish- 
ment in '1959~of a, national‘ program-'Ior~'cy- 
bernetics, '.the:.:diréction.l of Soviet“ researchi on 
artificial‘-intelligence became one of "the" re_-; 

-Sponsibilities of-_ the.Sci“entific Probl'ém.';_Coun'- 

cil_ on .Cybernetics of ‘ the ' Presidium,’ Academy 
of -‘Sciences,-i USSYR. 1'.Th'e_ Cybernetic lVI_a_chines 
Section offlthe -Council appears~t_o_be theunit 
-iwhich; assig11s,_;monitors, and integrates -most 
of "this research eworl.-':;on1 a 'nation“ali‘ scale-., 

Acft'ual= research is'_c0_nducted1 at the labora- 
tories and institutes listed ii1‘the.1appendbc 
The; nu'mb_er'*of facilities -"engaged iin '-this .re_- 
searchf can 2 be expected to grow -as r the ~.cy.ber- 
netic, a_ppr0a'ch- continues to perrnleate other 
areas‘ of 

' Soviet ‘science and technology appli-‘ 
cable " tolcommunication , andfconitrole problems 

»arisin'g. in. production‘--‘industries, the economy, 
.law,_ government ‘administration, ‘and. military 
»activities'.= . 

' 

" 

. c 

'_ Although'~r_nuch of the '-application-oriented 
c'yber'netics‘ reseafrchi ‘is; at present} direct'ed~-;to- 
Ward "the realization -of more ,s'ophis_ticiated 
conve'ntio'i_1al- systernsxfor automatic control 
of V]ri_1achines,~lpla_nts, space research vehicles, 
oreven economic units; a- large" part! of -‘the’ 
theoretical ‘research "is,-lrelated», "directly »or-in- 
,directl'y,- to the development, of “thi_nking§rna- 
.chines,,” or -“(thinking cybernatons," as Soviet 
.;scien‘tists- often_-refer: to them} Realization-of 
such‘. machines‘ will-‘have immediate irelevance 
“to:i_nformatlon abstracting and retrieval; ma-. 
chine itranslation,-and, general problem solv- 
lng-,, and eventual’ application to 1ater-ge'nera'- 
-tion automatic con'tr0l».systems.' -1;; -::'-.: 

. " ' 
. 1, ,. - ., V" ' - 

"1 
. -A-. A jLy\api_mov,; a - leading 'Soviet-‘i_ha'thenia- 

‘tician. and editor of. ‘Problems',‘of"Gj]lger7tet§cs, 
has described the relationship of arytificialéin-_ 
tel1i‘gence_to general cybemeticsjnd,-_'th"e' "ha- 
tuféi of.‘ future control,systems. ’iiHet..suggests 
that a1,“gorithmization,. “(-mathematical. ‘model-_ 

at least, the same output (bf-.information‘)T.as‘ df¢c'ontrolip'_r,_o_c- 
' ‘ 

__esses, is one of the _most‘,impo_rta_nt aspects_.of 
cybernetic theo1?.y.1 Other'meri_'1_bers i_Olf_"l:,lfl:6 

[Scienti_fic- Council tori iCybernetic;s,' in ei'<plai1;_1- 
ing the'.i_mport&n_C€ Of artificial-intelligence, 
~state~.that “{the bas_ic;jprodu'cts' oft radioel'e¢- 
tronics arevarious devices for automatic ‘reg- 
-ulation, monitoring, control, an_d<coninfiu‘n‘ica- 
.tiOi1'S-; -The b_rain,' -5'v'vhich cru1aus- these 'fu_nc‘-' 
tions-I in" the _1ivu1g organism, Works much‘ more 
reliably and productively than iany present- 
day .-radioelectronic 'machine. . . . Some nest-~ 
istepshave calready been taken in the direction 

' 

-of constructing practical‘ alutomata analo- 
-gous to the _ 

' 

-
- 

i__ 1 ‘_ 
0 

', 
, 

"P’HllL_'O_lfS‘_0__F_>HlCAL }A;SPECT5S' 
I, 

Reexamination of basic philosophical atti- 
tudes .t‘0.w.ar,d-.the nature-of the b_rain,,or mind, 
rand of man ‘himself is tal_‘<_ing;place wherever- 

-- artificial.-‘intelligence research is 
' being‘ “con- 

.,ducted. The Soviet Union no exception‘. 
APhilosophicaletheoretical questions ibearingfon 
the simulation .of:- intelligence, or mtelligent; 
behavior; -are being .thoroughly -aired . and in-. 

' . 1\_ _ 

‘ *— ' -‘ "1 ~~ —-—-e--»- H; - -we . I -_e._,, K, 
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vestigated in Soviet scientific circles, outside 
as" well as within -the context of the funda- 
mentals of dialectical materialism.2*‘ '

» 

A highly significant discussion-"took place 
during June 1962 at a- conference in Moscow 
on "The Philosophical, Problems of *Cyber- 
netics,“ meeting was co-"sponsored by 
-the Scientific Council on the Complex" Prob- 
lem “Philosophical Questions of "Natural Sci.- 
ence," the Scientific Council on Cybernetics, 
and'the.Barty Committee, allofe the Presidium 
of. -the. Academy. of Sciences, USSR. It was 
attended by about 1,000 specialists, "including 
mathematicians, philosophers, physicis_ts, en- 
gineers, ’biolog_ists, medical» scientists,, lin- 
guists, psychologists, and ‘economists . 

‘from, 
many cities of. the USSR.-'* Participants in- 
cluded such prorninerit cybemeticiansfi as 
A. =N..Ko1rnogorov, V.»M. Glushkov, ‘A. I-. Berg, 
P. K. Anokhin, A. V. Napa1kov,;A. .A. Feld- 
baum,_A. A. Lyapunov, S. V, Yablonskiy, I. B. 
Novik", and Yu. Ya. Bazilevskiy. Of" the- -10 

reports presented, six were closely -related to 
the problem of\artificial-intelligence} -A re- 
port of‘ this conference.sta_ted that “the prob- 
lemx most animatedly -discussed was“-the. most 
disturbing offlall, the problem of the techno- 
logical operation of complicated psychic "proc- 
esses—the problem most frequently desig- 
nated by the», short. and convenient although 
"not, in our view, entirely correct formula of 
‘can a machine think?”-’ “ ~

' 

'1-‘he discussion - brought out -three questions 
as approaches to this problem. First,-. ‘Isfit 
possible in general to reproduce with "models 
the complex-i "intellectual activity of man? 
Second, Can algmachine surpassman in the 
realmof intellectual activity and, particularly 
in the .perfor'mance ‘of creative /tasks,.jsuch as 
the formulation. of new problems? Third-, »1s 
it possible principle, to achieve the exist- 
ence of consciousness in a -machine similar 
to ithat -exhibited by man? 

Discussion at‘ the ‘June conference of‘ the 
first question may be described. as informa- 
tional and confirmatory rather than argu- 

, 
‘The term “cybernetician" is_ap lied by’ the 

Soviets to those -practlcioners of traditional disci- 
plines who exhibit the common characteristic of 
dealing -withi‘ their ‘research iprdblenis iii the frame- 
work and methodology" of cybernetics- _ 

. . r . 

men-tative.. There .was- ge_n_eral= agreement.- 
that, inview of the replications of. intellectual 
and sensory functions of man‘ already 
achieved, an afiirmative" answer to questions 
about the reproduction of "human-. cognitive 
processes cannot be doubte'd.- The second 
question-"was discussed more vigorously. Life 
scientists, represented by ‘P. K.. Anokhin, a 
leading neurophysiologist, argued that -the 
potentialities of a machine arelimited to solv- 
ing problems assigned by man using algo- 
rithms -of decision which‘. man-puts into the_-- 
machine. This position was countered by 
V. M. Glushkov, .a' leading Ukrainian cyber- 
»neticia_n, and A. /i. Feldbaum, Doctor of Tech- 
nical. Science -in Electronics‘ and -member. of 
the automation faculty of the Lenin Power 
Institute. They pointed o'ut.. that there are 
machines today which, in the process. of solv- 
ing one complicated problem, can independ- 
ently pose and* solve a- series of autonomous 
problems of a -particular character. "Glush- 
kov maintained that any form of human, 
thought can, in an informational model-, ‘be 
reproduced. ‘in artificially created cybernetic 
systems.. He agreed, however, that by .-virtue 
of historical necessity—the .iact that it was 
precisely man who created machines for 
use _and-not the reverse—.the destiny .of»- man 
willValways be the, more important in the 
processes "of "thought -and cognition. Thus 
Glushkov*s assessment is» -that a machine"-can» 
be “smarter” than one "man, or even-la,group, 
but it cannot be “smarter” than -human "So- 
ciety as a "whole. ‘ 

-.. 
'

‘ 

Questions about machine consciousness" 
were argued? most. sharply at the-.confe1'ence; 
One group argued the “black. box" approach 
tosolution of -these questions. This viewpoint 
holds-that man judges ‘the -presence of "con- 
sciousness in -other people _by‘.analogy, i.e., by 
observing the behavior ‘manifested by others’ 
iniresponsie to inputs .i'(sti'muli) and “by com- 
paring‘ such manifestations »witnlm$. own be- 
havioral responses of -which he-"is consciously 
aware. "Therefore, if a machine faithfully 
produces" the same outputs as a-., man in re- 
sponse to the S8.IIl€,‘iIlpUtS,~‘it‘ can be analo- 
gously inferred toipossess" consciousness ‘ac- 
cording’to~tliis view. Qn theother side it was.

4 
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PROBLEM‘ 2. 
,\ 

"To assess Iartificial-in‘telli‘genc5r iresea__V;r'ci11‘in the“ USSR‘. 
F 

. 
_ 

-'- 
i 

. ,_ r

\

P 

.- CONCLUSIONS 

1. In‘. the Sov'iet"'Union”, isubstantia11 igovern-" 
mentaliand‘Party-support;_anti“encouragement 
are ‘being-gi'v,en to extensive studies on"~ the 
theory of artificial.-intelligence.‘ ‘S_o_\?iet sci-e 

entists lof high caliber are conducting arti- 
fircial-intelligence ‘studies and are -e _ex’posing_» 
young students _t0_- the state; *o‘f_;the art in» 

this __in_terdiscip1inazy‘_field, laying _a sound 
foundation',for,fuf_ther advances. T

_ 

22, AThe'~'imp011tar_ice‘whvic_hl the ~ 

' -attaches toi artificialrintelligencei researchf. is 
attested ;by: the unusual freedom_.of ‘op,e'n-c1is- 

_ . ,_ _ 

After ta re-1ativ_ely" late ~s;tarit;! Soviet 'fesearch>"e ' 

o'n‘_artii_icia1-i.nte1lig'ence related tovthe ulti- 
mate? development or/. decision-Ama.k'in‘g rnae 
’Cehi’nes;now_»-is about~'on<_jagpa_r with simiiar’US; " 

work‘. Thef"apparently greater7rate";of 
eprogxessl-ci01‘npared<with that of the 2-West is 
attributable = to the magnitude‘ of - o'fli_‘cial 

og_n'i_tion_. and support .,of» artificial-i_nt_e1li‘gence< 

'cussion'-"allowed scientists working inthe field, 
as ‘reflected the published fliterature. 

- iS,ovi*et= Yresearch in. the theoretical and 
hardware aspects /of artificial-intelligence is 
now -about--as adiranced1‘asrUS'work and can 
he expec ii8d'<_4td - continue, ati afrate equal, to or 
_-greater." than-"that observe3:i'in the West; Sig-. 

nificant; theoretical -achievements within the 
‘next 

_ 

5> yeal-s"_~a're highly probable. When 
theories iare c_0nv_er'ted» intoedesigns, Soviet.\en'- 

zequiprnent. '. 
' 

8 
'

Y 

"SUMMARY5 

fesearchfin thee‘-USSR; =Sf>Yiet~0iflc'ia1s con-V 
sidet thedevelopment oi decision-making 
chlnesrto ‘he essential to the successful uman: 
'ag'em‘enft. or ftheit '-increasingly "complex eco= 
"non1'ie;iind social ;sys'tem,;-and are giving sub- 
stantiai supporteiand Party encouragement to 
eartifibial.-intelligence studies; .
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Soviet ideologists -and 7scie_n'tists \ are discuss; 
ing, irom a wide range of viewpoints, -the 
.fundamental philosophical problems abou_t 
the nature of intelligence and of man which 
are. raised by "attempts ‘to ,_ model decision‘- 
making or ‘intelligent behavior. The Stric- 
tures of dialectical materialist dogma-are‘-not 
inhibiting research ‘in this area. In view -of 
the high prestige of the Soviet scientists tak- 
ing" par-tin these discussions and the-l publica- 
-tion in. the Soviet scientincl literature of the 
opinions expressed, 8.l'tifiC‘i_3.l—‘in§€_ll,ig€I:'lC€ stud- 
’ies represent rare -and significant examples“ 
of intellectual freedom in the-USSR. 
Current Soviet work in the majortsubfields 

of artificial-intelligence research includes‘ in‘- 
vestigation of techniques for machine-search 
of problem<solutions,__p_attern recognition, ma- 
chine learning, plannirig’ "ana"~in'<ia¢t1bn% in 
‘machine systems, and brain modeling. ‘Soviet 
progress. in research~on machine techniques‘ 
for search-, pattern.-recognition, and leaming 
compares favorably with US advances; Sci- 
entistsand engineers engaged in research‘ on 
pattern-recognition ‘in.- the Soviet lUnion. have 
-made original contributions totlie theoreti- 
cal basis »for. artificial ‘pattern-recognition sys- 
items and have fabricated _..various types of 
pattern-recognitiontdevicesf , 

,.
V 

Soviet fresearch on simulation. of. such. as- 
pects of the cognitivelprocess as learning and 
induction atpresent consists mainly of -study 

"oft self.-t'eachin'g and self‘-organizing systems. 
In these tflelds Soviet. scientists "and engineers 
ihave created models based on neuro-physio-» 
ilogical conditioned-reflex approaches, on‘ psy- 
chological learnin'g}theory;. and-:on automatic 
control lsyste_m= theory. 

Soviet study ‘of the exceedingly complex 
problems il'lV0lV8C1Ail'1_iIiCOI‘p0l‘8.til'lg teclmiqués 
of‘ ~p1a.nn'ing..and induction 'in‘*artificial' prob- 
lem-solvers is at a' very early stage of devel- 
opment. Asyet, little progresshas beenmade 
in these ‘fields in the West. ‘ 

Research. on the:_modelin'g of‘brain>'proces*ses; 
is receiving much emphasis in the USSR. 
Since 1955,. laboratory experimentation on 
models that simulateeneural processes has ‘in- 
creased,_ and outstanding neuro-physiologists 
and psychologists have begun to workclosely 
with mathematicians, computer specialists, 
and electronics engineers onhcybernetic. stud- 
ies of brain-modeling problems. ‘ 

Seminars are regularly .:gfi€!'6d‘ to: expose 
students to the state of the art‘ in the -fields 
that are especially significant "to the future 
of artificial-intelligence ‘research in the USSR. 
‘These seminars are conducted. by the. leading» 
researchers in artificial-intelligence and are 
thereby laying asound foundation for future 
advances in.a new and multidisciplinarylfield; 

l D|SCUSSlON 

|N.'|'RQDUQ."[|QN ‘problemsf (i) decision making on the "basis-of 
incomplete data (sometimes referred to as de- 

sin?“ the mid'195O"S' the Soviet;-“govern; cision making under conditions of uncer- 
ment has increasingly emphasized the impor-- -tamty), and (U) decision making in the pl.es_ tame of a Wbemetics -research Program for ience of complete but overwhelmingquantities. 
a°h1°"i-"B :naFi9n81 and l“t¢‘"‘“<i°“a-1 g°..a1S-“ - of data. "Problems of‘ the latter t e a;re¢b A large P3-1' t- QT -th?=Fhe°§¢:ti¢.a1 resear¢.h"a-Spectl definition beyond. the" capabilitiesycfi humai); 

. 

f t 
c . 

Q his Prbglfam @135], ,beéI‘§ ‘.f¢¢“.3ed Qn -the de-' . decision makers. - Problems of the first typeg 
_"e1°Pment '~°f‘_ de°i§i°n'making .'machine5'i while inherently "characteristic of ‘human 
Realizationrof"such.-ina.chines='would assist the 

V 
Atmnkmg activity;~ are ‘rapidly ‘.9-mending. 

S°viet5- in Solvingl. W” lwpesl '°-f--i f1mdame“t'a'1\ ’beyond*1the~'.boun'ds' of possible human-solution-" 

. 
-Ase. "‘a2"a’/as, :“The Meaning] of c berngetics in in Fhe coritgxtth °f.ec°n°mic- management and 

the ussrt," -Cybemélicsf‘-in ssa, to /Mar 64,\:| state'adm1n1Str9-1I1On-

2 

1 _ 
1 2 2 
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~ <b'e!rnetics;_.the. direction of Soviet research, on 
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-Decision-makinglrnachines fare, in essence", 
' 

.,model's'oi%-one variety oranother of-the-human 
problem-solf/ing’ Lprocesis; .Models. oft "the" ;hu- 

‘ ‘man’ ‘thin,king'-or "problem-solving‘ ~ process are" 
artificial'"lsimulatlons of the inf_'ormation‘ ~flow_, 
or linforrnation processing, procedures of: the 

,p_'roble_m ;sol'ver-." "The model may ‘be 
~fnathematical_‘,tin Whichtcase» it may "be ‘ii ;_prp- 
"gram for"a!universal ‘(digital)- computing. ma; 
chine,z~or its may" be .6, "piece l.of ‘h‘ard_ware;,‘su_ch 
as'¥.an'""electronic» circuitry analog. ‘(Many de- 
icision '1pro‘Cedure_$'? already" elaborated by arti- 
‘flcial-intélligence research are --not efficiently 
modeled by» the ‘single-Itrack, -sequential‘ -mjeth_-- 
odT' of operation of jco_nv_entiona_.1. =di'g-it_a'_,l1 com-. 
‘-puters. “This Lwould '-not be surprising fi.nj=v_iew 
of the l apparent‘ parallel operation of "infor- 
rnationzprocessing-.inflthe human brain._ 

_ 

Such- 
decision routines can be modeled- for demon-" 
straiti_on1=purposes.<ion a. digital;compute1_',?but' 
analog _mode'ls loft.-some sort lwilli loom in'c’reas- 
-iI'1_gK1*y-'iIIl}’)0rt8.I11;fii'1 the fabricationof a‘r,tifici‘al- 
jdecision. makers‘.-) VIn'~anyl case, -thetessential‘ 
ifgature of suchfay-model -that for at given 
input-' of inforrnation Tthe model shall producer 
atzléast the‘ same output -(of informatio_n)i_ as 
does the -naturalf ,pro_cess being modeled. ‘Be- 
»se’a.rch on"=suchA rnodels"" is categorizedl -in, the 
‘United states, under -the --rubi‘ic- -P‘a'rtificial'-'i'n- 
telligencei?’ ' 

-_

_ 

lSoyiét*research. oniartificial“-"intelligence -has 
‘niushroomed since 19‘_56‘alon'g;'with other1"sub.- 
problems -of-lcybernetics. ' After" the establish- 
-mam in -1959/01 a national program for~cy-. 

artificial-intelligence» becamee one of the re- 
spoiisibilities of the Scientific ProblernfCoun- 
-cil on‘ Cybernetics of‘ the ‘Presidiiini, Academy 
ipes¢ienc¢$;1»UssR; cybernetic Machines 
S'ection~ of“ the-‘Council' appears‘ to, be lthe*-~i'1nit 

‘ *-'-which assigns, monitors, and integrates-most 
offithis research work‘ on a -national scale; 
1Actual'~'".research' "-is V conducted" at -the" - labora- 
tories Blind-*i_IlStitUt'es.1iStéd' the 
‘The'number-of facilities engaged in this re- 
search‘ can“-be-expected to ‘growl as the cyber- 
netic“ approach continues to -permeate“-other 
‘areas of ‘Soviet science -and "technology appli- 
cable to communication and control ‘problems

V 

arising in productioniindustries, the economy, 
.1av_:r;,;gove'irnme_1it administration; "and 
acti\iities.'1_'_, _. 

" 
i 

, 1 y - 

l1llth‘ough{£muchVof- the application-oriented 
cybernetics='research-‘is=at present directed to- 
;WB'.rd" thek realization Of‘ more; SOphlSticated 
conventional systems ifor automatic control 

~-or i'nachines,; plants, space research vehicles, 
or’-e‘v'en economic units} a large part!-of ‘the 
theoretical research is;related‘,‘directly‘ or--in- 

directly, "to" the development of “thinkingigma-l 
'ch'ines,"’ or -“thinking cyb'ernatons;" as ‘Soviet 
scientists often. refer to them.-. *Realizatton= of 
such machinjes--will have immediate relevance 
toj information abstracting;-and~ _retrieval;'<rn'a- 
"chine translation, and "general problem? solv- 
ing», and e_vent_ual7 application to later.-genera[-- 
tion lautiomatic control‘ systems-5‘; " ~-* 

'-_A~. it Lyapunovr, a -leading spwet";_na"znenia- 
tician‘ ‘and editor of P1ioblems'.fofl'Cg',Ilge1"1';_et_z'__t;'s; 

‘ 

Fnas- described the relationship of~tar,tifici'al1i_n-i 
' 

-te_glli‘gen'c_,e generalpcybernetics ; 
;the' ha- 

iture of’ future control _'systems; He ..-suggests 
that algortithrnization v(rnathematical.‘mo'd)e‘l- 
ing1):of thinking processes and,of=c'ontrol p'r;o'c5 
essesfis one-of the mostz‘ important -aspectsjof 
cbernetic theo' 1' Other" members of the 
{Scientific ?Council~ on;Cyberneti¢.$> in explain- 
ing the importance of’. artificial-intelligeiice, 
-state that “the basic products’-of radioelec- 
tronics-I aref'va'riousw deiricese for automatic- reg- 
-ulation, monitoring, control, and icommu'n:ica- 
tions. ‘Then brain; iwmcn Tfu1fllls- these ‘mne- 
tions} iii? the living orgai1ism,i'works:much ‘rnorev 
reliably and productively than. any present- 
day 2radioe1ec'tronic' imachine. . . . Some ‘first 
steps have already been taken» in the direction 
loft--constructlngi _prac'tical automata analo- 
"go11.S.f1lo v.theI_b1‘ain£"*". 

' 

- ‘ff- 

_ _-_ 

‘ 

, , 
'- »|

‘ 

'_”PHlLOSOl?_HlCAL "ASPECTS 

Beexamiriationv of basic philosophical Latlii-“ 

ltudes to,W.a'rd~fthe, natureof. the*b,rain,4of“_mlnd, 
-andj of '_man.‘himself,‘ taking _ place. wherever 
lartificialeintélligence research is being" "con- 
ducted. The Soviet Union is no texception. 
iPhilosophical-th_eoreticalquestions‘ bearing-on 
the fsirnulation, -or intelligence, or mteiiigefit 
behavior; are being -thoroughlyvairedl and ;in= 

,~y" ‘¢Y 
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-vestlgatedi--in Soviet scientific circles, outside 
as well as within the .conte_xt" of the funda- 
mentals of dialectical materialism.“ 
A highly significant, discussion: took place 

during“ June 1962 at a conference -in-'%1\/loscow 
on “The ‘Philosophical Problems of. Cyber- 
netics." This meeting, was co-sponsored, by 
the ‘Scientific,-Council on the Complex Prob- 
lem “Philosophical Questions of: Natural.»Sci- 
ence," the Scientific Council on" Cybernetics, 
and the I’.arty"Committee, all of’ the Presidium 
of the Academy of Sciences, USSR._ It was 
attended by about 1,000 specialists, including 
mather_naticians,, ~p'hi1osophers, physicists, 

_ 

en- 
gineers, -biologists, medical scientists, lin- 
guists, psychologists, and economists, from 
many cities of the USSR.“ Partiéipants ‘in- 
cluded such prominent rcyberneticians? as 
A. N. Kolmogorov,'V. M. Glushkov, A. 1. Berg, 
P. K. Anokhin, A. V. Napalkov, A.. A. Feld- 
baum, A.'A.- Lyapunov, .S. V. Yablonskiy,--I. B. 
Novik, and Yu."Ya. Bazilevskiy. Of the /10 

‘reports. presented, six were closely related to 
the problem of artificial-intelligence?" A re.- 

port a of -this . conference --‘stated that “the prob- 
lem most animatedly discussed-was the most 
disturbing of all, the problem of the techno- 
logicalloperation-iof cornplicated psychic proc- 
.esses-the problem most frequently desig- 
nated by the short and convenient although 
not, in our view, .ent_irely correct -formula of 
tcan at-machine lt1mu<?~f*r- V 

The discussion brought out. three questions 
as. approaches to this problem. First, Is it 
-possible in general" to reproduce with models 
the complex" intellectual activity of man? 
Second, Can a. machine surpass Jman. the 
realm of intellectual activity and particularly 
in theperformance of creative tasks, such as 
the formulation of new fp1‘0b16mS? Third, Is 
itpossible in principle, to achieve the exist- 
encel of consciousness in a lmachineisimilar 
to that exhibited-by man? 
Discussion at the June conference of the 

first question mayfibe described as informa- 
tional and confirmatory "rather than argu- 

'Thel» ‘term “cybernetlclan"' is ap lied‘ by the.- 
Soviets‘ to. those practicioners of tradIitlonal*disci- 
plines who exhibit the common characteristic of 
dealing with their research:_problems in the frame- 
work and methodology of cyberneticsi 

mentative, There was 
_ 

igeneralf agreement 
.that, in view? of the replications of "intellectual 
and" sensory functions . of man, already‘ 
‘achieved, an affirmative’ answer to questions 
about the reproduction of human cognitive 
processes ‘cannot -be doubted. The second 
question was discussed more vigorously. Life 
scientists,_repr'esented by P. K. Anokhinj,-a 
leading .neurophysiologist, argued= that? the 
potentialities of a machine. are limited. to solv- 
ing problems assigned -by man -using algo- 
_rithms of decision which man puts into i.-the 
machine; This position was countered by 
V. M. Glushkov, a leading Ukrainian cyber- 
netician, and A. A. Eeldbaum, Doctor of Tech- 
nical" Science in Electronics and member iof. 
the automation faculty of the Lenin Power 
.»Institute.. They pointed out that there are 
-machines today which, in? the process of solv- 
ing one complicated problem, can independ- 
-ently pose and solve a -series of autonomous 
jproblems of a particular. character. <.Glush- 
kov maintained’ that any~ form- of human 
thought can, in an informational model," be 

' "reproduced in _ar.tiflci‘ally' created cybernetic 
systems. ‘He agreed, however, that byuvirtue 
of historical necessity-‘the fact that it was 
precisely. "man who created machines for his 
use and. not. the reverse—the destiny of man 
will always be the more important the 
‘lprocesses of thought and cognition. Thus 
Gl'u_shkov?s* assessment is -that-a machine can 
be "smarter" than-one man, or even a group, 
but it cannot be “smarter” than human so-V 
ciety as a whole. .

' 

Questions about machine consciousness 
were argued most. sharply at the conference.- 
One group gargued ‘the “black box”'-approach. 
to solution of these questions. *'-I‘his'viewpoint 
holds that man judges the presence of con- 
sciousness in other people byanalogy, i.e., by 
observing, the behavior manifested‘ by others 
in response to inputs (stimuli) and by ‘com- 
paring such manifestations with his own be-- 
havioral responses of which he is consciously 
aware. Therefore, if a machine faithfully 
produces the same outputs as a man in re- 
sponse to the same inputs, it can .be analo- 
gously inferred -to possess consciousness eac- 
cording to this view. On the other-.s_ide it-was 
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maintained by some at 'Tthe conference thatf 
consciousness znecessarily includesra ‘subjective 
-‘element with a specific character which ~is"the 
result, of the labor and social “relations in 
which people engaged‘ during the "process of- 

social evolution. 
t 

l 

n 

' 

‘ 0 

_A r'nor_e,empi1"_ical approach -to conscious- 
ness"-was advanced at‘ the conference ‘by those 
‘scientists..intercsted~.inamodeling the structure 
fwhich embodies human consciousness, that is, 
"the];lbrain. Although a structural model of‘ 

the human brain "far beyond present tech- 
_nolog-ical and scientific ocapahiiities, the,v_po"s- 
.sibility,/‘of’ its future realization-is considered 
to-be‘ lworthdisciission by the Soviets. -A-. -N, 
/,Kolm_ogorov,, world irenownedlmathematician,, 
isloptimistic about the chances-of‘ success in 
brain-modeling ventures. He called for~'the. 
lfreeing ,of‘definitions= of-, life--and thought‘ from 
arhitrary- premises and for ' the Iredefinition ‘of 

- these_;conc_epts along purely func,tiorial.i.lines;- 
iKolmogoro.v1 believes: that if the functional‘ 
point or view" toward life and thought is Tsim- 
scribedflto, ithe conclusion. is inevitable that 
'repli'cationl of the.» organization of’ at system 
‘can»be iaccornplishedi by organizing different. ~ 

elements‘ into a system which would 
‘have '-the" essential traits.,an'd-structureciof the 
system being modeled- From this Ko1mogo- 
rov -concluded that:

' 

’ A siiiiiciently ¢on'iple'te-model, of 'a.'living]beinig 
fiian in all justice be, called a living -being and 
the model of la thinkingbeing, la ‘thinking being.- 
It .ls important distinctly to; understand that 
within the “limits-,oi’— a‘ materialistic ideology there 
.do~j-not‘-sexist any kind o_f‘wel_l=-grounded, ‘principal? 
argurnents; against a- positive answer to [this] 
question. This positive» answer is thef_con'tern-Y 
porary form of‘ the attitude concegrning-..the~ nat- 

' ' ural origin or life and the» material basis- of 
-consc'iousness._. ' 

.

' 

"The -extreme-'empir_ica1 _vi'ew_"advanced by 
'~-the 5Ko]rnogoi‘ov! school seems, to b_e= in the 
ascerfdancyi For example, several p_0in'ts;~0f 
vi_eyvi.on.ith‘e question, '-§‘Can a-machine thinli?" 
have 'peen1reviewed by a group of auth'o'rs*ih 
the Works"-of the Kaeaji Aviation I1istitute,_a 
somewhat surprising source: for discussions _ of 
philosophicaliaspects of »ai‘tificial.-intelligence.“ 
Theig-roup did not 'find7conv_inc_ing.any of the

l 

a. thinking machine. The subject of the-neg; 
arguments ‘against the possibility of creating, 

. ative arguments considered by them ranthe; 
gamut from the .al_gorith'mic insolvability of 
some problems,,and’ the irreducibility of the 
thinlging process to a physical operation, to’ 

the'impossibi1ity or modeling the subjective- 
psychological world of! man. The Kazan 
group fpoints out in rejecting ;such arguments, 
that cybernetics provides the first basis for 
'(i) ‘uncovering the elerne_nts.invo1_ve,d incon- 
sciousness-<a_nd cognition and (_ii-)_“resol‘ving 
':positively the question of the possibility of" 

creating Ia. thinking .,-machine.” The Kazan 
group id_oes1not_ recognize the brain as the only 
-highly organized "material system in which 
consciousness can develop, and forecasts that 
high'ly< organized material systems of "another 
‘type, in which consciousness develops, are pos- 
sible and realizable. c 

‘V;-. Mj"G1ushkov,, one of 
’ the most‘ -politically 

'p'owerful among Soviet cybemeticistsfi sides 
with I_<_lolmog'orov_ and they Kazan group. Re- 
-centlye, in discussing thee-possibilities’ of ma- 
chine intelligence, he contrasted cybernetic‘ 
.systerns._with .ear1i_er mathematico-logical and 
other formal language, app1;oaches.. to model-. 
ling the thought processes. Hefound signifi- 
cant .. advances in the cybernetic approach. 
Glushkov would describe a.ny'control or cogni- 
tive system as a cybernetic system which can 
be analyzed as an abstract [informational]. 
modell. 'For this _pur;pose,-V. both the input and 
ou't‘putiinform’ation', mat‘ is, all of -the infor- 
mation which a system exchanges with the 
outsideworld, can be ..<_:onceived'Tas being en- 
‘codediin words ofa given standard alphabet". 
A;11"or_ the activity‘ of the cybernetic system 
may thus be reduced to" thetransformation of 
words! in a st_andard‘alphabet; i ‘The study of 
.a. :given cybernetic system can be reduced 
~thu_s1y_ to the determination of: rules accord- 
ing to "which the indicated transformation 
occurs-.( Glushkov noted that among these 
-rules theremay besome which perrnitlcertain 

*V_. M. Glushkov is Vice-.P'resi'dent1of the Academy 
-of. _Sciences, Ukrainian Soviet Socialist Republic; 
Director of the Institute of Cybernetics in ‘Kiev; 
Chairman of the Cyberneticscouncll-oi 'the}Ukrain- 
ian "Academy; and Chairman of; theirecently created 
Interdepartmental Council‘ for the Iritr'odu_ctlon 01"" 
Mathematical_ Methods“ and Electronic Coinputers 
[in--the National Economy, whichjis under the,-State 
Committee" for Coordination "of 'Scientific',Research 
-of the~*Councll of-f Ministers, USSR‘. . 
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chance’ transformations, asrwell as-some that 
permit the altering of other rules of infvorrna-= 
tion -conversion» in the course of time under 
the influence of an infinite surrounding, me- 
diurn. Appreciating thepossible infinltude of 
the system of .-rules defining the regularities 
of the. informational‘ activity of the brain, 
Glushkovbelieves thatthe modeling of a suffl- 
ciently large number of the essential rules in 
the ;brain"system .ev'ent_ual1y will*result'-in a be- 
havior pattern of themodell (on, the informa- 
tional level) which will correspond to brain 
activity." Glushkov has asserted that, since 
modern electronic digital computers possess 
“algorithmic universality" . .*-it is theoreti- 
cally ‘possible to; model l[on; the. informational 
level] any thought -processes -with the aid. of? 
such machines." 9- P- 1° 2

, 

At least as significant as the content of 
these epistemological disputations is their 
widedistributionlin popular and Party media. 
Typical-of “thiriking machine” discussions 
an article in Znaniye-Sila -(-Knowledge is 

Power, -a .p0‘pular-science type of magazine), 
It describes_»the parallel mode of operation -of 
the brain (carrying out several calculations 
or decision -procedures simultaneously) versus 
the series (‘single-track) nature‘ of contem- 
porary electronic computing apparatus and 
points out the advantage oi the former -in effi- 
ciency and universality. It reports that So- 
viet aresearchers are studying the operating 
principles of‘ autornata which work inparallel 
instead. of in series.“ . 

-Soviet research in. artificial-intelligence is 
motivated; by the anticipated necessity .01’ 

using.-machines in place of people in situations 
where. speed, complexity, or other character-~ 
istics 'of -control processes‘ exceed r-the capa-= 

\ 

lbility of man. The Soviet policy regarding 
-the use of “th1Ilki1'lg__I1'1_9.Chln6S"“W3.S:€XpI‘8SS€d 
in a recent .edition of Kommunist. The de- 
velopment of technology.’ with the increase.in 
speed -andiaccuracy requirements of separate 
production operations and the. growth of» the 
‘That is,‘computers can, perform anyiniormation. 

transformation on the ‘basis of a program (algo- 
-rithm), built/~ out of their available ~elementary-in- 
structions, if these include rules-which"define».chance 
t_ra'ns'tormati_oiis“and instructions by which certain 
alterations are made in thesystern oi’-:.rul_es.~ 

entire technological process asa whole,.‘was 
saidto have begun to exceed, in most cases, 
man's power to: control them. The Ko<mm,u-Y 
lnist article concludes that it is necessary to 
"replace =even the psychic iactivitys of man ‘in 
such.-cases with automatic control machines.” 

IPRINCIPAL RESEARCH PROBLEMS- 
‘ The “tent-_like" character of:artificial-in_tel-- 
ligence research has resulted in av» somewhat 
fchaotic state, in this field of science."-1“ 
There are several schools, each. represented 
by spokesmen as critical of‘-other schools‘-as 
they'are¢comp,etent-in the techniques of their 
own. The result is -a"lack of “standardized V cri- 
teria for use assessing Soviet research in 
the -field of artificial-intelligence. Thus, an 
expert in one popular" US approach, upon dis-- 
covering a lack of comparable work in the 
USSR, will give a negative -evaluation'of1So- 
viet_research "in artificial-intelligence.. On_ the. 
other hand, the opponents of that particular 
US expert will argue that the absence of such 
research in the USSR signifies that the So- 
viets Shaver withdrawn from a blind. alley of 
investigation‘. Many of these conflicts are 
semantic; -almost all of the approaches ‘to 

artificial-intelligence share a common set of 
problems. When Soviet research on these 
problems is compared -with US’ approaches‘ to 
the same problems, regardless of “schools,” 
the USSR and -the~US-are ‘found to -be approxi- 
.mately on -a par.. 

There are differencesin emphases, however, 
between Soviet andt US -approaches to these 
-shared problems. US -scientists tend tolera- 
phasize mathematical -or machinelmodels of 
human cognitive processes. .'Many Soviet re- 
searchers on they-other hand considertthatjthe 
human brain has -reached certainilirnits" re- 
gard -capabilities for -memory and ‘oper- 
ational speed‘ after a long process of slow 
evolutionary development.“ The resultant 
qualities of the human brain, therefore, are 
not believed ‘by. the..Soviets to be equal to all 
the tasks modernmen. must face. According 
to them, a machine that might be a perfect 
analog-of the ‘brain, forinstance, will notdo 
any better than the brain.whe_n faced with 

‘6 
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‘such tasks; _ Therefore, theever more‘co1n- 
plex,' ‘problems are to ‘be rsolved, machine 
fYf_br'ains" xsurpassing ~;th0S€':’Qf_ men‘ must. -be 
built; .M,, V-. Keldysh-,rPresidAent of the,Acad- 
emy of Sciences, USSR, in‘ making thiS.'pOiI1t~ 
asserts: “We -must c”opy.nature?s _.proce_s'ses1 
technology creatively rather than literally,_ 
wi_uiéru1r imc>w1e<ige_or iiatiire and of tech- 
nology soithat -we-may selecttechniques*which 
willigive. us better results [than thQse~ achieved" 
in ,na_t_ure.’.' “H The natural processes -to be 
c'opied‘fcreatively_” in the ~S0viet re_search;p"ro-I 
grain are the same processes investigated-‘by 
US‘:scientists, of most’ schools concerned with: 
artificialaintelligence. ,Thes_e' are seai'ch=,-jpat-' 
tern, recognition.-,._'1B&rning, planning, .,in- 

ductioni‘l°~_ - 

8 

i 

'
' 

/ _ 

. The first approach" to t-machine solutionv of ia- 
problem is search. Given~a problemj, a- con-" 
tempflorary data¢processing inachine in the 
USSR 1as»_elsewher§°-3: can‘ search; rapidly by trial 
and error -through-fa large -n‘i_1mber'= of possible 
solutions. for a valid "solution to the _g_iven~ 
problem. " ‘Nevertheless, -in solving‘ complex 
non-trivial problems, *the._»num‘ber*ofl possible» 
.soliitions so large that this -trial-"a_1j'd-error 
methodology becomes excessively time-con- 
suming: inf. practical . operation. i 

Soviet iscientistsirecogriize -that a large. re- 
duction" search. -time, although bringing 
fsoine; real‘ problems -tintoT&the,.. realm of practit- 
cal. rnachine solution, could be achieved by 
the introduction o_f'pattern-recognition. tecl'i'- 
.niq'ues=. ‘The machine -that is‘ designed with 
pattern-‘recognition .'a’i“ds-to-search could clas- 
sify problems into categories amenable'“t0fcer.- 
-attain -types ‘of solutions. The current state of 
Soviet and Western -research suggests that 
such techniques,-are nearing’ practicability i for 
"»more~'and more complex patterns‘. , 

Theoretica_l studies -for pattern-recognition 
devices“ began in. the -USSR as» ea_rly_j as 
-1953.."=="1, The‘ philosophical, physical; ¢and"' 

psychologicalibases‘ ofzperceptionr lwere e:t_ten'- 
sively discussed in Voprosy Psikhologii -(Quest: 
‘tionsi of -Psychology) in 119593‘ More (re- 

cently, Soviet accomplished. 

— —_-I .,-“.1 — 
_ _,__,,_ __ _ ._ ,_ _ _ _ ,,__.. __ _ _ ._ . ,_. _. ‘..., 

consi_de'ra'ble- work on the specifics of mini- 
mum~'descriptions»of images that are required 
for recognition :by artificial systems.”-2' 

Theworksiof E, L.~ Blokh, mathematician 
at the Institutefor-Information Transmission 
Systems-_andi E. M. Braverman of the Insti- 
tute of Automation /and. Telemechanics“ are 
notableamong, recent approaches-.to practical 
solutions of" recognition; ¢problems1 Braver- 
man has originated a -“compactness=-hypothe'- 
sis”'!'- as ia -theoretical _basis for solution of 
such problems. Several Soviet researchers 
-ar'e*usi_n‘g ‘this theory» as at basis‘ ior develop- 
meritiofispecific recognition techniques... iE;i L. 
Blokh ‘is. using’cer_tain operations to compute 
thedistance and~ angle between elements, rep- 
resenting» various patterns presented, .i_n -an 
n-dirnensional coriflgurationq space. This-»ap'-n 

pears -to; be a -promising mathematical model'- 
ing approachilto. a large;-_,class..of' pattern-reci 
-ognition, problerhs." . 

" ' 

,Pattern:_recogriition modeling studies are 
being: supported -by research -on perception 
irom the‘ psychological and physiological 
points -off view. one. 'inv_estigation involved 
t-he establishment and development».of- percep- 
tual activity-in 3-"to 6-year.-old children. Eye‘ 
movements ;of. the_isubjects'.were observed and. 
recorded -photographically as lthe,chi1dren-ex- 
331111195; (fore learning) and later recognized 
1pictui'es‘presented to them". The eye move- 
rnents recorded‘ were then compared .-with 
-measures, of; the recognition ability of the chil- 
~dren.ati difierent.~ages.~?“?l Another study was 
-devoted -to‘ ~iden_ti.tlcation of. objects in the 
visua,lt’system. Tirneurequired for subjects -to 
‘recognize-isimple‘ objects, formed ».of» small 
,numbe'rsrof ~~elements, correlated well with 
an information; theory model forsuch recog- 
nition t_,hat"'was;based on earlier ‘findings on 
1infor1nfi’ation» collating land processing activity 
;in".;the:~eye’systernf.“ 

’ 

_ 

Q
l 

."Ifhe "compactness. h'ypoth_esis{' ‘is. ior_m_ulate'd_as 
follows; *Patter_n_s.greser_1ted to the artificial -system 
are ..ch_‘a’racterize'd-- y .a numb_e'r_ "of - criteriai equal I20 
n; "The values;-of the 11' criteria are used to estab- 
lish pointsiln an n-dimensional configuration space. 
Each _-point represents‘. an individua - p_a'ttern., All 

. 

‘ tin tt 
' hlch i slmil -for points represen _g pa erns w are ar, 

__ 

example,*_alli"letters ‘A,f' all figures “5,f’-all pictures 
'of‘ ca s,. will tendi t_o=~lie* in "compact"_' regions -of- the 
‘space, with relatively easily d_lscernible_separations 
between-regions.‘-'" - 
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(Soviet work in the area ‘of realization of 
physical models to perform pattern‘ ‘recogni- 
tion has been reported; Ata 195l7_ Scientific- 
Technical Conference on Cybernetics, one 
reading device for an information machine 
was ‘described?’ At-an. All-Union Conference 
on Machine Translation, held at.Moscow=State 
University in. May 1958,_,reports on principles 
of constructing electronic freading devices 
were heard, and a device “enabling the blind 
to read ordinary typographic -text” was de- 
scribed.” 3* (The latter device has-‘been pic- 
tured -in the Soviet press, but its operating 
principles '-were not ‘described in 'pu’blication.l) 
Hardware .modeli.ng_ of‘ pattern-recognition 
schemesjis being conducted by A. A. K_harke- 
vich, the well-known radio engineer, las well 
as others.“-‘-l’ ‘1 

' Some of. this researchis di- 
rected toward the specific application of auto- 
mating" they-input ’of.- infor‘mat'ion- into comput- 
ing macl1ines.3@*1 ,

l 

A'_ quasi-topological method of distinguish- 
ing and identifyingilettersthas ‘been developed 
and realized in hardware ‘by la-l group -of "re- 
searchers of the Institute for Systems for 
Transmission of Information i(Moscow)-3"“ 

makes use of scanning the contour of -.a 
letter with a light spot and identifyi.n'g_ its 
topological characteristics (ends I of lines, and 
"junctions of lines), which are recorded in "a 
binarycode. Since this will not sfeparateall 
Cyrillic letters, some of which} are topologi- 
cally identical, further geometric analysis is 
used to analyze topologically redundant 
groups. Such la scheme isbasically sound. in 
theory rand relatively" easily" realized hard- 
ware, but system "‘noise" (disconnected ‘lines 
or‘smudged- letters) may be -hard to» deal _with, 
and no figures have been published on reli- 
ability -of recognition accomplished. ,

- 

"In_.lune 1-960, the Scientific C0.uncil“‘on Cy- 
bernetics sponsored a seminar on reading de- 
vices. This séminar considered the principles 
of constructing such machines andcreating 
corresponding systems forcoding the infor- 
»mati‘on linvolved.“ Five _ different machines 
under“ development for automatic pattern 
recognition w'.ere1;describedr.by»V. Ml. Glushkov 
(letter recognition byline scan and minimal 

» I 
, Q 

_ __ -~¢ - -~ ~ __ nut- / 

description); V. A. Kovalevskiy (image*scan- 
ning by following the .outlines of letters); 
A. D. Krisilov (identification of constant fea- 
tures of letters; by means of standard) tele- 
vision techniques); V. M. Tsirlin -(the quasi- 
topological method) and A. G. Vitushkin (a 
computer manipulated‘ system for analyzing 
Cyrillic letters which separates characteristic 
.features by means of vertical-‘line. scanning). 
In addition,. E. .M. Braverman and V.. -AS: Fayn 
presented‘ papers on recognition systems em- 
ploying learning (that is,..per_forming.idenAti-. 
~fication on. the basis of criteria not given be- 
iforehand).

' 

Studies on ‘the mathematical "modeling. of 
recognition processes on electronic digital 
computers have been conducted by M. M: 
Bongard, an outstanding young biophysir-1 
cist.“-*" A report of his in the Cybernetics 
Council collection Biologicheskiye Aspelcty Ki- 
bernetiki-Sborm'krRabot_ (Biological Aspects 
of Cybernetics—Collected Works)_ describes 
the methodology and prospects‘ of recently 
begun research aimed, first, ati bridging, the 
gap between physiological study of .optical.re- 
ceptor activity and the modeling .of recogni- 
tion, using ar universal digital computen“ 
However, - Bongard .-alludes to the disadvantage 
;of~ this model in contrast-to the parallel in- 
formation prokcessingr employed. in human rec- 
ognition -activity. ' He foresees, therefore, .the 
development of a “logic. of recognition . ., .. 

a;-logic»-such that itcoiild be usedi an analog 
computer. In essence; such a machine will 
be a-model of _part'of the human'»brain.¢” » 

Principles for constructing a “-universal 
reading" machine have been developed by, 
V. M. Giushkov.“ This scheme uses" a~ cath- 
ode ray tube-type Treceptor, a~ "computer. to 
control the trace and to compute the descrip- 
tion of the pattern‘ presented, and a tech- 
nique of. comparison against descriptio’ns~pre- 
storedinl the memory for identifying patterns 
presented. ‘The. author admits that the 
schemedescribed is-unnecessarily cumbersome 
for the "recognition of such simple ‘stylized 
patterns as digits or letters, but,points'j»to its 
usefulness for “readi'n_g" complex contours or 
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semitone pictures. Such la-“uriiversal read-' 
ing .:autom‘aton_” has "been ‘built.";at, the,_'C0m- 
puting Cen»ter~.of" the Academy of Sciences, 
Ukrainian SSR, and is- used in conjunction- 
with-a~“Kiev” computer. 

g 

__ 

A somewhat different “machine that rea'ds”' 
has -,bee_n developed at t_heUkrainian,,Ac'ademy 
Co111P1_1ter»Center “under the--directio_n1.oflCan- 
didate" of-' Technical. Sciences, V. A. K0valev- 
sl{iyT.4"i'5° This system reportedly failed. to 
recogn_ize~OI1lY 2; of ‘ 35,000; numbers produced 
with a "portable typewriter, including half 
printed.-and otherwise distorted samples. -In 

using this method-‘for recognition, according 
~to'Kov.alevs‘kiy, thelmaximum of“the correla- 
tion coefiicientior an Yunknovvn image-and oi 
eafchyof the standard images. is sought, the. 
latterimages ‘being {subjected-to all possible 
transtormations. W-hen this is done, a1l‘_nor- 
mallyltyped letters, as well- as:-most-of those 
art'ifi'cially marred, are correictly recognizedl 
and ‘identified, with the statistical. error: "of. 
'm'corre_ct .recognitio'n not’ e_xceed_ing’10~'.- - 

~For"so'lving a;more general problem-=of rec- 
ognizing nonstan_da"rd"letters and numbers, an 
alg'orithm,is being developed which is based‘on 
dichotomy, that is, sequential division‘ of the 
setiof all“ images into ftwo classes. Kova_lév- 
skiylbelieves-that such an algorithm’ make 
lit possible to'w.ork-"with‘.an alphabe_t-contain“- 
.-ing, ‘many characters and will-. as_sur_e rapid 
recognitipn with.-a com_pa'1'atively small‘ mem- 
ory .ca_.'pacity. ~ 

' 
'

' 

-Ljearning, _~ln(_1uction,. and -Planning
1 

Further imp1'ovementsi'ni‘machine problem- 
solving ‘efficiency could‘ be accomplished *7_w‘ith 
the addition .0: ‘a, learning capability". The 
machine -would then be ‘able to applyreadily 
its already proven methods .to the solution 
0'f__ problems that are new but-simil'ar.to Yprob- 
lems: previously renco'unte_red in the" niachine.-’s 
experience. Radical reductions of search 
timecould Tbe -realized th"rough- the application 
of jplaTnn_i'ng methods :' the machine "would.-surl 
vey and analyze the solution space and plan. 
the "best _wayj for its detailed" examination. 
Furthermore, to manage broad "classes-;ot5 very 

icompleig "problems; the machine, -as the 
human, must -construct and. internalize. a 
model or its ‘environment, that is; it must 
employ some scheme of induction. 

g 

Research on planning and induction in ar- 
tiflcial‘ systemsfis at a rather early stage of 
devel_opment.in' the USSR, as-it is in the West-. 
Progress is occurring, irhowever, in fields con- 
-tributing to the development of machine 
learning, induction and planning. Such sup- 
porting -research _.in'cludes studiesi on informa- 
tion theory, coding theory, brain modeling, 
statistical. decision theory," automata -theory, 
and heuristic. programming. Pertinent so- 
viet [literaturel often treats. these ‘subjects as 
conjoined in such studies‘-as "pattern recogni- 
tion employing learning, other learning sys- 
tems, self-.organizin'gisyste_ms,_ or brain models. 

Learning appears to*be an essential charac- 
teristic" of more efficient -and truly .unive'rsa_l' 
‘pattern-recognition systems, just as it is of 
more efficientl problem-"solving. apparata in 
general. Soviet -researchers ‘Tin the field of 
learning systems like Br-averman, Glushkov, 
and Mark Ayzerman,* compare favorably 
with their coun_terparts. "Further- 
more, they are .wo1'-king on essentially the 
;sar_ne. types of studies? _‘per_ceptron'-type sys- 
tems, -algorithms’ for teaching the recognition 
of -shapes, and _computer programs for recog- 
nition of pattern configurations;“'“‘-“*1” 

Investigations of learning-' systems for rec- 
ognition-lare’be,ing conducted at a variety of 
Soviet scientific establishments. At the ‘In- 
stitute of Automation and Telemechanics in 
“Moscow, a machine was programmed to dis- 
cern. numerical figures written in different 
handwriti'ngs. According to Soviet reporters, 

7 »in..onl'y ~a few cases did the machine give er- 
roneous responses, even“ when .conlfronted-with 
previously unseen "figures, The Institute of 
Surgery‘ oi the ‘Academy of »Me'dic’al¥ Sciences 
is testing the hypothesis that a “compact 
area” .fo1'm€d in the -brain ofan" animal or 
ahumjan by variants-of‘aisimilarrimage. "The 
"Institute of Biophysics of \the.A'cademy of scr- 

A.-_'Ayzerman.is a.Doctor~of Technical'_Sciences 
in ma,the_matics- and electronics} atthe institute of 
Aut0ma_t_i_on' and ,.Telem_echanlc's_,. Moscow.

9 
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ences is attempting, to program a machine 
that will identify indices of an image and, 
on the basis of the indices-, to recognize the 
image. In each" of the experiments, -errors 
were made by .the machine. However, theiSo- 
viets believe‘ that the important, fact is that 
the machine is capable of accumulating ex- 
perience, with the result-that itsiqualiflcations 
are ‘increasing and its errors are gradually 
decreasing.“ 

‘A. Ayzerman’s latest) experiments involve 
the teach'ing of a machine to recognize pat- 
terns without a need for pre-introduced cri- 
teria. Starting ifrom a-basis in Braverman’s 
“(compactness hypothesis,” Ayzerman devel- 
ops two algorithms. by WhiChj8.. machine can 
“learn” to distinguish between the?co_mpact 
areas representing; different images in a-con- 
tlguration space,. thus separating‘ and recog- 
nizing. the "images. The first algorithm has“ 
the machine construct, one by one, random 
hyperplaneswhose only criterion is that ‘-they 
separate points which the machine is told 
(that -is, trainingprocess) ‘represent difierent 
objects. Ending up the training phase with 
a series of" intersecting hyperplanes, the ma- 
chine" then examines these and "4-washes out” 
sections ‘of planes which do not perform the 
separating function, thereby leaving a series 
of broken hyperplanes which effectively sepa- 
rate areas containing points representing dif- 
ferent images; In using the second algo- 
rithm, the machine constructs-positive poten- 
tial surfaces (functions) decreasing raway 
"from, respectively, each point or set-of points 
representing images of the same object. 
Identification of a test image (point) is ac-- 
complished .by (firstlalgorithm) determining 
on -which side of . the hyperplanes the point 
lies, or (second algorithm) determining which 
potential--surface (function) has the ‘highest 
value atthe test. point. Tests were conducted 
with-five digits. (0, "1, =2, 3, 5), each written 
160 different ways. Using 40 samplesof each. 
digit for training, and 120 for test, the ma- 
chine achieved 83,-89 percent correct. recog- 
nitioniwith the first algorithm. With "paral- 
leling" of lsevenVvariat“ions_ of a digit in the 
training process, 98 percent correct ‘response 
was achieved. The training sequence filled 

1,500-3,000 binary digits in machine memory. 
The. second algorithm wasutested using 10 
samples of "each dig-it for training, and 150 
-for testing and resulted in 100 percent cor- 
rect recognizance. Additionally, the second 
algorithm was tested on the 10 digits from 0 
to‘ 9, with 10 samples foritraining and 140r.for 
test .-on each digit, and achieved 85' percent 
correct. .response.’“ ii“ °’ Ayzermanfs "second 
Talgorithm is very similar to" that employed in 
a US _dev'i_ce nowbecoming operational_ for the 
identification of sonar contacts. ' 

-Pattern-_re_cognition, techniques are eni- 
ployed at-the Instituteiof Surgery imeni’ Vish- 
nevskii, ‘Moscow, to achieve rapid assessment 
of the area and seriousness‘ of "burns." The 
algorithm, for recognition. of "objects with 
many parameters, employs learning. The 
system is “trained-”’ on case histories. When" 
vital -information, such» as burn-area. and lo- 
cation and patientfs age, is fed in, the com-A 
puter identifies and stores symptoms and 
other factors. It also=~identifies objective .c'r'i- 
teria for forecasting the outcome-of" the ill- 

ness. The system was tested on- additional 
-case histories with-(known outcomes,_ and the 
prognoses in most cases, agreed with theqac- 
tualeourse and outcome'of_-the injury. 
Many of the Soviet attempts to realize mod"- 

els of learning, induction, and other aspects 
of the cognitive process are carriedgon under 
the classification of self-teaching, (or learn- 
ing) systems, or of self-organizing systems. 
A significant" portion of research ir1 these areas 
has apparently. .{n_ot- been published. In a 
number of cases the titles of papers discussed- 
at (meetings.-and sem'ina,rs_have been pub- 
lished, ‘but the contents-of the papers are un- 
available to the West. Thus, a self-teaching. 
machine (based on ajprog_ram~ model was dis- 
cussed at the FirstAl1-Union Meeting on Gom- 
puter Mathematics and Computing Technol- 
osy held in 1959, but details -have not been 
circulated‘ to the‘ West. Other self-teaching 
machines were alluded to (butt only in gen- 
eral terms) at -cybernetics seminars at-Kiev 
and Moscow" ‘State Un'iversities.'“"‘“ Since its. 
inception in _l955, the latter seminar, icon.- 

1'0 
I

. 

_ _ _ ,_ lg. __ _ _.._. . --__- < a _- ~' _-_;;- - ;_: ' »---.--=- 

_ " J. _ __ ~ — ' 

Approved for Release: 2018/03/28 C06731721



l

l 
i

i 

is

I

s

v

I

i

1

l

\

: 

l 

|
.

I 

'

I

i

l

L

u 

.\L 

4
i

< 

..i 

,1 
4- 

Approved for Release: 2018/03/28 C06731721 

ducted by the outstanding cyberneticist. A. .A. 
Lyapunov,_has held biweekly sessions'through- 
out the school‘ year on 'a wide range of sub-" 
-jects -related-to cybe_rnetics‘.- _g

' 

'-Application of principles from automatic 
control theory "to self-organizing _systems 
study is exemplified by the work of thewell- 

J 

' ‘known control engineer and mathematician, 
A. G. I-vakhnenko. He has surveyed andl_cate- 
gorized: various types of “learning” and “self-- 
learning” (that is, new information generat- 
ing) .Systems and has related US, to Soviet 
work on some of these“ types." Ivakhnenkois 
studyinglthe application’ of the theory of in-~ 
variance and the principlesfof. combined con- 
trolisystems to the development "of certain 
(self) learning systems. Control" principles 
apply to thememory part of; the system, that 
is,“to- the control of the selection and~ accu- 
mulation of . information in the .~memo1_y. 
Ivakhnenko is specifically, interested‘ in -a aper- 
ceptron-type device, a- scheme first-developed 
inithe United States:!‘"P l_»va.khnenl-:o's per- 
ceptron device apparently employs some "vari- 
ations and innovations in ,com'parison.to simi- 
*la'r US-‘devic‘es;1° 

V 

-
- 

_ 
Modeling -the processes of instruction with 

automatic‘ systems was-discussed in. a .1962 
collection ‘ on-. automatic .regulati‘o_n_ -and .co'n- 
trol. 'Starti.ng from the -learning theoriesrof 
Thorndike, Gestalt psychology fan_d;i.. P.. Pav- 
lov, the authors" discussed__-various" machine 
learning -systems. Among thei ‘Western and 
Soviet systems discussed werethe perceptron 
and the “approaches of jthe 'US'“fscientists 
Newell, Simon and Shaw; Gelernter "and 
‘.Roch_ester,. and O; S_elf_ri'cige,' the UK.-Scientist‘! 
Andrew, land the Special Design-'Bui'eau' of 
Moscow" Power ‘Engineering Institute; The 
Sovietsview training-as"»a{p'rocess of changing 
‘algorithms, and-propose that “a system. which- g 

P _ ifinds by means ofiautomatic search an algo- 

; \ 

1 4.. 

rithm of action which, is successful‘ from .a_ny 
determined point of¢viewzand which was not 
put“-into the,-"smystem by man before the train- 
ing ;process, should‘ be -called a learning sys- 
"tem." " o

. 

Closely related [to systems ‘embodying self- 
learning *-are those capable. of self-org_aniza- 

. .» 

tion.*- Soviet scientists evinced interest in 
the theory of self-organizing systems as early 
as 1959. yIntha't-yearn,-S. N. Braynes and A. V. 
"Napalkov wrote on the .subject for Voprosy 
Filosofii (Questi_0ns'of Philosophy) .. In that 
study‘, the investigators "related the develop- 
"ment of such systems to their work on con- 
ditioned-reflex modeling. They foresaw -the 
realization of “an algorithm -of operation for 
self-organizing cybernetic systems, ensuring 
the ,formati_on of .new ‘programs for operation 
without the undertaking of ‘exhaustive search’ 
of l allipossible~ variants?’ "'3

7 

Considerable attention was‘ devoted to self- 
organizing_ systems at an All-Union Meeting 
on=_ Computer Mathematics -and Computing 
Technology '(l"959) and at a.symposiumYon 
Principles. oft Design of Self-Learning Systems 
held..in Kiev during‘ 1961-. Comparison of the 
published {papers from, the ‘latter symposium 
with those given at theflfirst US Interdisci- 
plinary Conference ion Self-Organizing Sys- 
terns ini1'959 reveals very similar topic cover- 
age and ai similar level of achievement re- 
flectedlat the two conclav'es.. As of 1961, the 
Soviets‘ were"2 to 3 years behind the United‘ 
States p-in this ' particular area» of artificial-im 
telligence research."-"3 

Brain ’Modelihg~ _ 

i

_ 

‘Historically, there has been a large amount 
of Russian neurophysiological research since 
'the'ear1y» 19th-century, but its;mathematiciza- 
5tion is a recent innovation. Brain research 
niowisvery much concerned with the algo- 
rithmization and modelingof theinforrnation 
transactions which take: place in living or.- 

ganisms. These studies play an important 
role'_ in cybernetics/artificial-intelligence re- 

_'.Mi _C.:"Y'ovits,~ Chairinan oi ‘the First and Second 
Conferences on Self-Organizing Systems,. Chicago, 
1960 and 1962; considers -these areas oi artificial- 
"intelligencefresearch-=to bejofgreat significance. To 
Yovits it appears that “certain, types of problems, mostly those. involving inherenty rnon-numerical 
.ty.pes..oi information, can be solvedcfiiciently only. 
with»the' use of machines exhibitingla high degree 
of learning or self-organizing caéaab ity.’ Examples 
ofproblems of this type ‘inclu e automatic. print 
reading, speech recognit on, pattern recognition, au- 
tomaticlanguage translation, information retrieval; 
and con_trol'ot large and complex systems. Eflicient 
solutions. to problerns. ot these types will probably 
requireisome combination of a fixed ‘stored program 
computer and a sell-organizing‘ '-machine."~12 

11 
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search and are conjoined. withv attempts to 
-simulate artificially. the pattern recognition, 
-learning, planning and induction processes- 

Before "research could begin ‘in this new 
field, the whole area of physiology and cyber- 
netics "had to be broken out of the restraints 
of Pavlovian doctrine. -The beginning of this 
break was apparent "in a 1955 review of the 
subject.~by the well-known Soviet physiologist 
P; K. Anokhih in Questions of -Ph'iloso*phy 
(Voprosy lFilosofii~)."' Laboratory experimen- 
tation in the modeling: of brain processes 
began shortly thereafter. Some of the-earli- 
’est work. was reported at a Scientific-Techni- 
cal Conference on Cybernetics, held at .the 
Laboratory of. Electromodeling of the- Acad- 
emy of ‘Sciences, USSR, in May 1957. L. .-I. 

Guthenmakher, Director of. the Laboratory, 
"describedi work on the electrical modeling of. 
certain mental‘ work. processes using “infor- 
mation machines with large internal stor- 
age.'." B0 Research intothe structural make- 
up of thehuman brain was discussed at the 
Seminar on. Cybernetics at Moscow State Uni- 
versity in .1960.“ 

After an artificial-intelligence slant "to tra- 
ditional neuroanatomy and neurophysiology 
became evident in efforts to model the brain, 
a, new type .of interdisciplinary scientist. 
emerged. A. V. Napalkov of the*'Faculty of 
Higher Nervous Activity ‘at Moscow. State Uni- 
versity could "well be described as the first‘ 
Of‘ this ‘HEW breed Of ‘physi010g'ist-cybernet‘i- 
cist. In early 1959 he co-authored, with a 
medical doctor.-and-an engineer, a studywhich 
surveys‘-cyberneticsland physiologyin general, 
including the theory of automata. "Further- 
more, these scientists describe the results of 
studies on: brain activity in terms of a search 
for algorithms representing systems capable 
of independent development of- new programs 
for their, operation, and those able to form 
new behavior patterns on the basis of ;proc- 
essing information accumulated earlier. 
They-also described. an artificial device "which, 
in a primitive way, simulates these learning 
processes, that -is, a “learning‘_automaton," 
and whichwas developed‘ at-the MoscowPower 
jEngineeri_ng_ Institute in -cooperation with the 
life scientists?” 

More intensive.investigations into theiinfor- 
mation processing procedures of the brain, 
still‘ in terms of the development of chains of- 
conditioned reflexes, were describedby Napal- 
kov in 1960.8“ In .1962, the researchers in- the 
Department. of Higher Nervous Activity re- 
ported findings which showed increasing so- 
phistication in the greater complexity of the 
algorithms of information ‘processing that 
had been-derived. By 1962', a much more.s0_- 
phisticated “learning machine,” based on the 
algorithms defined by ‘the "neurophysiologists, 
and exhibiting some capability at ‘fself-organ- 
ization" (that is, self-improvement), had been 
fabricated by -the engineers at the .Power En- 
gineeringe Institute. This group worked with 
the vneurophysiological laboratory of S. N. 
‘Braynes, co-worker and co-author with Napal- 
kov;*“1 

Soviet Bloc researchers are also investigat-. 
-ing the mode of operation of brain processes 
from the point of "view of psychology. The 
work of a- Czech, E. Golas, on- the conditions 
of. generalization in pattern recognition and 
learning falls "into -this class of research. His‘. 

experiments involveda statistical analysis of 
the process -of generalization as manifested 
by subjects perceiving common elements- 
among sets of stimuli (objects) presented. 
This study, clearly of a preliminary nature; 
served only‘ to-demonstrate that wide variat- 
tions characterize the conditions for general- 
-ization.“ . 

New centers forbrainresearch alongcyberr 
netic lines are now being established at the 
"Brain Institute, Institute of Physiology, Insti- 
tute for Information Transmission Problems 
and at installations outside the Moscow-Len- 
ingrad complex. At Kiev, for example, stu- 
dents are offered the opportunity to obtain 
training in the most advanced areas of arti- 
ficial-intelligence research, and specifically 
'brain modeling. In 1962, two seminars,‘ were- 
heldeunder the auspices of the Cybernetics. 
Council of the Ukrainian Academy of Sci- 
ences. The first, on “Automation of Thinking 
Processes,” was conducted by V. M. Glushkov, 
-chairman of the Council.- This seminar cov- 
ered: V(i) the foundations and particularities 
of thought processes that are characteristic of 

12~
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manin the creativespherelof his 'act_ivityy,_lahd 
the possiibilities of _their' algorithmic descrip- 
tion; (ii) modeling on, contemporary com- 
puters of such processes -as pattern recogni- 
tion, recognition ~-of concepts, "identification of- 
»meamngm1_ sentences, deduction of ‘logical 

consequences, proving theorems, 
_ 

selections of 
strategies in -games, and composition of:

0 

music; (iii) learning as ia- basis for modeling 
the mental ~'activity*0f man; (iv) theory of 
self-teaching systems and practical develop- 
ment of algorithms -incorporating‘ leaming;_ 
and (v) correlations between precise (to the 
degree possible) modeling of creative proc- 
esses and the specifics of, machine algorithms 
simulating these processes. 
0-The second seminar; at the Ukrainian Acad- 

emy, was led by Doctor of‘ Medical Sciences, 
N..M; Amosov. Problems associated with bio- 
cyberneticst and the "application -/of electron- 

13 

ics in biology and medicine ‘were considered 
at -this seminar; Specific ‘topics included .(i) 
application --of information theory in biology 
and‘ medicine; (ii) principles oi automatic 
controllin biological systems and their peculi- 
arities; (iii); some principles of coding infor- 
mation-inithenyervous system; (iv.) perception 
and transformation in receptors and the cen- 
tral nervous-system; (v) contemporary hy- 
potheses on the nature of nerve excitation 
from thefposition of biocybernetics; v(vi) some 
question's*of modeling elements‘ of the central 
nervousrsystem; (vii) thinking and. the» psy- 
chic! activity of_ man; (viii) principles'of‘form- 
ing self-organizing neuron nets and -bionics; 
(ix) control of’the processes of excitation and 
inhibition in the. central nervous system by 
means of electrical and electromagnetic in- 
fluences; and (x) cellular biologyin the-light 
of (biocy.bernetics.*"*- 
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-‘Institutes and Scientists L*issociated' with Research of . 

Artificialelntelligenee, ‘Significanee rm the -Soviet Bloc 

-Academy101/'_Medléal' Se_i_ences, USSR 
' msmute of’-the l§fai'n:. 

_ 

. 
_ U 

-Glezer, V- D. Retinal aétl';iity- in‘ identification . 

" 

.
. 

Nevskfiiya, A; V2 .(=probably)*. -Retinel activity in~~i>dentifica_tlon 

. 
'Seredlnsldi,_A. V. (probably) .. _R,etlné;l';actlylty inlidentifiezition 

‘ Tsukkerman, L I.. (brobably) .0 Retinal‘ a.c'tiv_ity iniidentification 

{nvstitutwof Surgeryjimeni-‘Yishnevskiiy learning systems .for' recogni- 
tlon»(location of images in, the b_ra,in_) ;_.pa.ttern-reeeognitlon technique? 

B'rayneis,"S N Head or Neurophysiological Laboratory. Algorithms .

A 

n 
' 1ng"sy;stems' . 

_

2

\

\ 

‘ 

' Academy of Pedagogiizal-'Scienees, RSFSB.
. 

0 

Inktltnte or Ps§'_ci1ol0gy»:/ _ 

-Leont’ev_',.A.. N. Information processes’ in man ' 

" Moscovyf State Bedagogical Institute: . 

' Grlslichenko, N. .M., Recognition ._o'f -"meaningf_u_l sentences
A 

Reeearieh-Institute oi Detectologyz
' 

.Mura.tov, R,’-S. Reading devices, A

- 

V 4

v 

_, 
‘ 

Academy. f0fI Seie_n'ceS, USSR: - 

‘ 

.i 

I _ 

l 1 

> 
- 

'
~ 

5 icompfiter Center; ' 

l 

oi '1 '~Kozhukin,_G'. '1. _Se1f=teacl'iing'.maeliines .8
. 

‘ 

fie {Automation"and"Telexi1echanics‘ learning systems~_ior'lree- Institu .0 . 
.2 

0 
._ 0 N 

0g1n1t10n'-1(machi'ne to discern‘ fip.ndwritten.-numerical figures) 
e ‘ _AyZerman,,;ML A. 'Learning-'-systerns'*!or-recognition 

Ba;shk1rov;'O'. ~A.- Learning_sy_Stems for recognition 
'Bra*_i/errr1an,;>E..M. neaming reco5gnition; A"cornpac‘tness’* 
hypothesis" ~ - 

A 

. 
.

- 

. _F8ll_1b_8!.l1fI1, A.;I. Mae_l__1i_ne intelligence 
' Muchn1k,.I..B.. I§earnin§.systems for recognition

V 

i 

Shtil*1jna._n»,..Ye. V. Modeling inetructlon process _using‘psyc'h6logicB.1‘ 
learning theory .. 

\ 

‘ 

. 

e 
, _ 

_
‘

l 

_ 
‘ 

V 
. .. . |' 14-4 
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Institute of “-Biophysics: mathematical modeling -of recognition proc-V 
esses; learning systems for recognition (identification of images by 
means ot indices) ‘ 

- Bongard, M. M. Mathematical‘ modeling or recognition-» processes; 
learning systems -for recognition 

Maksirnoy, V.. V. Learning systems for recognition 
Petrov, -A. P. Learning systems for recognition 

- ‘Srnirnov, ‘M. S. Learning systemsi for recognition 
Vayntsvayg, M. N; vLearning'systems for recognition 
Zenkin, G. M. Learning systems for recognition

’ 

Institute‘ of Philosophy: 
_

0 

Novik, I. B. Modeling information processes 
Institute of Physiology imeni -Pavlov: 1 

' Anokhin, P. K.. At .CYbernetics~ Laboratory. Physiology Iand 
cybernetics _

' 

Laboratory 0f'Elec_tr0modeling: site'of Scientific Technical Conference 
on Cybernetics (1957) , _ 

' ' 

Avrukh, M. L., editor orfo vmrrx publication. Reading devices 
Gutenmakher, L, I. Director =oi Liaboratory oi 'Electr_or_nodel.ing. 
n_1eomoo.1 modeling oi ‘thought processes; automating ‘informa.~ 

g 
tion input '

, 

Kholsheva, A. 1*‘. >R.eadin_g:device's 
'

_ 

Streotsiura, G.-.G. Reading devices . 
;_ q 

Mathematics»-Ins_titute.and :Cornputer*Center. (Novosibirsk) ': 

_ se[i'¢teach- 
ing machines .. . . 

.' 

' Kozhukin,-'G. I. Self-teaching machines 
- Mathematics Institute ‘imeni.‘Stekl0v:’ 

Kolmogorov, -A. N. Parallel’-operating automatai; modeling think- 
ing beings 

Lyapunov, A. A., editor, Problemy .K_-ibernetiki. General cybernetics 
‘Lyubimskii, E. z. Reading devices - 

Otrnan, Yurii. Parallel-operating autornata ' 

Mathematics Institute imeni~Stel<lov,_”Leningrad Department; . 

Varshavskii, vi. 1. ‘Minimum‘descriptio;n.oi' imagesyrequired for arti- 
ficial recognition; pattern’ recognition with learning

_ 

Party Committee-~of the Presidium-: Col-sponsored conference on “Phil- 
osophical ‘Problems oi’ Cybernetics" 
Scientific Counc_il- on. Cybernetics: general coordination“ of cybernetics 
research work; lsponsored seminar-‘on-“Reading, Devices"-; co-sponsored

I 

conference on “Philosophical Problems of Cybernetics-" 
Parin, V., Chairman of Section on ‘PC_ybernetics' and Living "Nature" 

(Bionics) “ ' 

: 

Prokhorov, A. . 

*' 

Scientific Council 0n""Philos_0phical‘ Problems of Natural1'Sciences”;:\ co-. 
-sponsored conference on »“Phiiosophica.1.Problems of Cybernetics’? 

- Academy of Sciences, Latvian ‘SSE 
l

- 

Institute of Electronics. and Computer Technology: 
Dambitis, Ya. ya. .(probab1y')i. Self-organizing -systems" 

- Institute pi Physics; . 

' Shneps, M. A; Self-organizing systems 

.16 
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, .2,__,...___

> 

‘ Academy -o_i"Sciences, Ukraine SS_B- 

Cornputer Center: e
_ 

_Glushkov,,V'.; M. Machine in'teliig'enc_e;‘ self-teaching/self-organizing ‘ 

systems; ;pa.ttern‘~reco'gnition withlearning‘; reacling-'d“evices;: rec- - 

ognition or meaningful S€I‘lt/QIICBSIV " 

Kovalevskii, V. A. Pattern recognition with learning; reading de- 
vices; automation or information‘ input 

Stognii;._A. A. Recognition~;of= meaningful sentences; 
Cybernetics Council": sponsored .se_minars. on “Automation of Thinking I 

Processes!’ and biocybernetics t 

,

~ 

' " Glusl'ikov,V_.M.,Chairman.~ofCybemeticsCo1mcil. Machine.-inpteilb
' 

gence; "self-teaching/self-organizing. systems; pattem"recognition 
withliearning; reading devices; recognition o£_.meaning‘tul sen-

1

r

i 
‘ 

' tences 
_ V 

~ » ‘v 

. ‘Stognii,iA. A.,;Scientiflc.Secretary-of Cybernetics Council. Recogni- 
_ 

tion oi meaningful-sentences »

_ 

>In'stitute. of Cybernetics: 
_ 

;

_ 

Glusl;0v,¢V.=M. Director. Machine intelligence; -self.-teaching/self-l 

devices; recognitionnt meaningfulsentences‘ ‘ 

Institute»-oi.Electrica.i Engineeringrll 
p

A 

- Ivakhnenko, _A. G. Control theory in,artlficiai intelligence; V percep- 
tron’-typedevice, -

r

\ 

» Mathematics Institute: '

, 

_ -Arnosov, ‘N: M.; Leader .‘Of ‘Seminar on1Bioc_ybernetics 
Kukhtenko, A. I. *Self.-organizing’ (control) systemsO 

1 v 

i)th'er Institutes and-:Persormel;-Associated‘with ?Artif_lciai’-Intelligence 

Fir‘st-Moscow ‘Medical institute, Department of-Physiology: 
V 

' Anokhin, P. K., Head of "Department.oi_Physiology. 1Physiolog"y~ and 
cybernetics . .

f 

Kazan“ Aviation Institute: 
Borshche, v. =B., p’ublished’zlr_i away Kdzan Aviatsioiznyi Institut 
==(=Works oi’ the Kazanaviatiop Institute). Machine intelligence 

¢Ii'in V; V;, published in Trudy‘ Kazan Aviatsiorinmf"1nst1tut;. Ma- 
- ci'iine',inteiiigence 

.Ro'i-rhiin, published in"‘Tr.udy Kazan Aviatsionnyi Institut. Ma.- 
chine intelligence. - 

Kiev-Computer Center: 
, _ Kondratov, A.,,s.sso_ciat‘ed-with;w0rk at Kiev Computerflenter; writer 
% - on fll't1fiClB.;l;lI‘lt€l.llg8IlC€ ' 

it 

Kiev Institute oi’; Civil Air Fleetirneni Voroshiiov: 
' Kukhtenko; A. I. (control) systems 

it 
-Laboratorpyt (now Institute )‘ for'Systems tor3Transmi__sslon of Information; 

“ Biokh, E. L;-.Mi_n'i‘mum. description of images required ior,_ artificial 
V 

recognition; “compactness hypothesis"
F 

' "Garmash, ‘V._A: Quasletopologicalrapproach ‘to recognition; 
_ 
reading 

devices ' .' 
.- 

L

. 

a 
1 

_
' 

._.,“ _._:_--- -~- - <_ ‘ 

-.._, -- - _-.-.e_. _. _ . . 2-. . .....,. ..- ~ 

4‘ 7‘ " "'7' L '<'-" ' ~* —' - ~ — - =- —— —— _ ‘ _A_—.—.- , ._. _ . ._ .-._)- 
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I 

g Kharkevich, A. A. Minimum description of images required for ‘ 

artificial recognition . 
\, 

Kirillov, N; Ye. Automatic discrirninatfon of-Tspelech sounds '
‘ 

Perevei-zé_v-’Orlov, V. S. (probably). Quasi-topological approach. to 1, 

recognition; reading devices 
Tsirlin, V. M. Quasi-itopologicalapproach to recognition; reading

A 

devices 7' 

Latvian’ State‘ University, Computer C_enter: 
‘

- 

-
1 

A1-inf; IJ..I. Self-teaching machines ‘ 
’ 

~
* 

‘Leningrad State University, Experimental Laboratory of Machine Tra.ns- 
‘I. 

lation" '
‘ 

Andreev, N. D. Reading devices '

3 

-Military Air Engineering Academy imeni Zhukovskiy: ‘i 

Chinayev, -2.. I. Sel_f-teaching/Self-organizing: systems 
Moscow Power Engineering I_nstii;ute:- brain modeling * 

Kushelev, Yu. N.; Engineer. Neurocybernetics’ 
' ; 

Kr_ug, G. ‘K. SeiI=teaching_'rna.ciiines 
Letskii, -E. L. Self-teaching machines; neurocybernetics 

V , g 

1 I 

Svechinsl-iii-, V. Bl. student. Neurocybernetics, rnodeiing thought ' 

processes i 

- 

'

. 

Moscow. State University-: site oi 'c0n’tinuing Cybernetics -Seminar
I 

Leontiev, A. N. -Information processing in ‘man. C
‘ 

Lyapunov, A. A._, coordinator of Cybernetics;-Seminars. General "cy- - 

bernetics 

Moscow-State -University, »Depa'rtn1ent .017 ',Higher Nervous Activity: 
> 

_' 
_ ; 

Ghichvarina, N; .A. Algorithms .0! conditioned reflex development; - 

neurocybernetics ‘ 

. 

K 

' " ’ 

Napalkov, A. V. Algorithms of conditioned reflex development; . 

neurocybernetics; self-organizing systems
_ 

Semenova, T.. P... Algorithms oi, ‘conditioned reflex development; 
neurocybernetics . 

‘ 

I
- 

Shtil'man, Ye. V. Modeling instruction processes. \ising~psychologig- ~ 

cal -learning theory 
Soiroiov, Ye. N. Modeling'pe_rception '

A 

'I?u_rov,‘A='F.. Algorithms of conditioned reflex ,developmen't; neuror
' 

cybernetics i

x 

Voloshinova. Ye. V. Algorithms of conditioned reflex development; ~ 

neurocybernetics; modeling instruction. processes using_psycho- 
logical learning theory 

' 

,
3 

Qrderof Lenin Institute of Power: _
i 

'Fe1'dbaum,, A. _I., ilaculty oi Automation - and Computer ‘Technology; 
Machine > intelligence ’

‘ 

University imeni Paiacki; _Olomuc,_ Czechoslovakia, Chair*oi- Psychology: 
_

‘ 

Goias, E. Generalization‘ in patternrecognition _a.nd».learning 
Osiadilova, D. Generalization-in-pattern recognition and learning. ‘_ 

tValousek;.C. Generalizationin pattern recognition and learning 
Zaporozhe -Oblast Psychiatric Hospital: Z 

Gasul’,_.Ya. R‘. Modeling thought processes 
- i 

18‘
' 
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. 

X-H . 
. +- 

~ l 

.Additiona_l *Personnel= Associated with”-ArtificialJntelligence 

Biryukov,,B. V-.,.contribut0r to Problem Kirbernetiki . 

Biinkov,:S. M. Structure of the brain ~ - 

Fain, V. S; Minimum’ description ofiimages required’ for artificial 
recognition; .learning systems for recognition; automating infor-' 
mation ‘input

y 

' -Fatkin; L. “V., contributor-to Voprosy "Psilchologii (Questions -or Psy- 
chology). gPhilos"ophical problems of cybernetics; automatic dis- 
criininationy-oi speech ‘sounds 

Gutchin, Izrailf,-contributor. to Zarya. .l/ostolca (Dawn or the East). 
Tbilisi, Georgian SSR 

_ 

' ' 

_

" 

Kamynin; S. S; Reading devices 
Krisilov, A. D. Reading devices 

V _ 

Kubilyus,.I., Prof.,;c0ntribut0r_' to Kpmnzunisi (Vll’nyus).. General 
cybernetics 

_ 

- 

~ 

. 
p _ I 

Mayzel’, N. I., contributor to‘ Voprosy Psikhologgi“ (Questions of 
Psychology).-; philosophical problems 0f.cybernetics1_ _ 

Mitulinskii, Yu. T. ~Mini_'mum7descriptlon oi’ images. required for 
artific1al‘_reco'gnition 

Petrenko, A. L, contributor to Izvestiya .1/us (Newsof Higher Edu- 
cationali Institutions) . -Reading ‘devices. 

Poliakbv, V. G., ‘contributor to Izvestiyq’ AN SSSR (-News -or the 
Academy of ~Sciences,.USSR),z.' "Reading devices 

Rozhanskaya, E. V. ,Mathematical. theory of intelligibility (recogni- 
tion) = 

Rybak,_V. I, (probably Computer _Center AS, UkSSR). Pattern rec- 
ognition vwithllearning

' 

Saenko, G. I., editor of--VINITI-zpubiication‘. Reading devices. 
Saparina, Ye. 'Brain.modeling- . -

_ 

Semenova, T. N. Pattern recognition -with learning 
Sindiievich, L..M.,.cdit'or'of VINITI publication. Reading. devices 
Sokolovskii, V.. .A.. Minimum description off» images required‘ for 

artificial recognition , 

Svechnikov, S..V-.,-contributor to "I2-u_estiya.VUZ (News of Higher ‘Ed- 
ncationai Institutions)'.. Reading’ devices _

V 

'Tarake__\nov, V. V._ Perceptual a.ctl_vity|.in man. 
'I‘i'ulLhtin; VJ S. Theory ‘of: images»~(and;Percepti0n) 
Tsemel', G. L Automatic’ discrimination of‘ speech sounds 
Vasil'ev, A.- M., editor of-VINITI publication. Reading devices 
Vitushkin, A.¢.G. Reading__:devices. 
W_ang,:Chih-ch’mg. Perceptual‘ activity in man 
Yeliseyev, V. K. ModelingIrecognitioifprocess 
Zinchenko, V. P. Percep'tual- activity infman - 
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Lyapunov, A. A. “'Certain, General Prob- 
lerns of Cybernetics,” Problemy1Kibernie- 
tilci (Problems of Cybernetics), .v ‘1, Mos- 
cow, 1958,-p 5 -(-Pergamon Press, London, 
1960). 

' ‘ A
' 

Parin-, V. and A.e.Prokhorov. ‘fUncovering 
the Secrets of Livi.r1g,Nature;’* Moscow, 
Pravda (Truth), 24; Mar 63 
Biryukov, B. ‘V. “Conferencel on .-Philo- 
sophical Problems Jof Cyb'erne'tics," Pro- 
blemy, Kibernettki (Prioblemsofe Cyber- 
,n"etic‘s),,,.v\-9, Moscow, 1963, p -349 (7JPRS': 
2'1_,"44s,_ 1-4 Oct 68; _p ‘611,)- ., 

Papers related .t0 artificial-intelligence 
presented at the Conference on Philo- 
sophical-Problerns of Cybernetics as -listed 
in 3., above : '

, 

Leont.’ev_, -A. N, “On Some Particularsof 
the Processing 0f._In_formation by Man” 
Kolmogorov, A’. N. “(Life and ,Th'ink'in'g 
from the Point -of View of Cybernetics" 
_L'ya.punov, A-. A. “On Contijol iSystems'i‘n 
Living Nature and General Understand- 
ing of. Living.Proce_sses" ,

' 

Glushkovt, v. “Thinking and Cyber- 
.neti¢S’§’ 

i 
' 

'

- 

Novik, I. B. “On the Nature of Infor- 
mation and the Peculiar-ities of Cyber- 
netic‘ Modeling” A 

’Fel’dbaum A...I. “Instruction Processes 
for"People and for Autornata" _ 

ence on -Philosophical Problems ,of,j'Oyber- 
netics,-’"'Vopr0sy~'Psikh0logii (Questions of 
Psychol0gy)., Mo_sco_w,_~ no >5, I962 (JPRS: 

Il’in, V; V.-, Borshche, V. B., andl-Rokhlin, 
'F. 'Z_. “Can a -Machine '-I_‘hink?"’, Trudy 
Kazansk. Aviatsionvzogp Institata (Works 
of.‘ the Kazan Aviation’ Institute), Issue 
65, 1961 (Referativnyi Zh_urnaL-.Mate- 
matika) _(-Reference JouTnal—Mat/iema- 
tics), 1'10 2, Feb 63,- Abst’ 2 .=\_/2'13) ' 

{Ga-sul’, Ya-. R- “On the Possibility of Ob- 
taining a Modelrfor Thought Functions,” 
Kiev, Fiziologicheskiy ,Zhur~nal (Physi_o- 
logicaldournal), v 8, no 6, Nov-Dec 62 
Gluslikov, V. M. “Thought and Cyber- 
‘netics," Voprosy Filosofii (Questions of" ’ 

Philosophy), Moscow, v‘ 1'7, no 1, 11963,. p 
36-48 (JPRS: 18j302, 22'Ma1‘{63), 
Kondratov; A. ‘fAu'tomatal, Thinkiieng and 
Life," Znawtiye-Sila (Knowledge -is Pow- 
her)"-, Moscow; no _6, 1962 (JPRS: -15,851, 23 
Oct 62) -

, 

‘Kiubilyus, 1.8 “Cybernetics and" Life," 
Vil’nyus',§K0mmunisti l(Communist),, no 4, 
A.P1' 5.3 

Minsky, »Ma‘r,vin.' “Steps"Toward Artificial- 
Intelligence," Proceedings-'of' the IRE, v 
49, no -1,, ,J9.n' 61 - 

.“A Selected ‘Descriptor-Indexed 
Bibliography to the Literature on Artifi- 
~cial-Intelligencefi’ -IRE Transactions on 
Human Factors in‘ Electronics, 1961 
Gruenberger, Fred, 1‘-‘Benchmarks in, Ar- 
tificial-Intelligence," Datamation, v -8, no 
-~10, Oct 62, p.33-351

“ 

Berg, A. ~“Cybernetics and Its Domain," 
Vechernyaya Moskva, 11, Nov 63, p 2 

-K,eldysh_, “The, Development of Cy- 
lbernetics is, -the Concern, of Scientists 
from Various Specialties," Technical Cy- 
bernetics,, no 3, "1963 (JPRS:, (21,100, 16 
'Sep '63, pl 4) . , 

Lincoln-Laboratory Library. 8th refer- 
e,n~c.e bib_lilog,1_'aphy, Aftificiat-I1;telli- 
-gence_-Soviet Bloc, M0rri‘s.§D,, Friedman, 
compiler, <27. Dec 6'1 V 

Rozhanskaya, E. V. “On the Question of 
the "Mathematical Foundation of the 
Theory, of Int_elLig~ibi1ity,"“ Trudy, Komiitet 
'p'o~Akust‘z'k1j (Works, Commit_teeo_n= Acous- 
.tics), not 7, 1953 

- 121 

, _ - 
V

_ 

‘ 4] __l'Tl' '-” 1 I _ __.’._.‘_-I’ _ ‘ "_T.- _.._-,.___.r ~ 

Approved for Release: 2018/03/28 C06731721

\

l

i

v 

,:,



1 

1*--—-—r-*‘==—____: 

": 

,. 

i" 

4‘—

_ 

__ 

__

A 

_ 

l

I 

‘r 

“‘ 

.,__ 

__‘_

_ 

"“‘

T 

__

. 

.- 

< 

*_ 

__ 

_____ 

__ 

'

1 

“ir-‘—

_ 

<- 

- 

- 

__. 

._ 

L 

__ 

;_;._§=.,._._% 

.$ 

‘ 19. 

2'1 

- 

It 
. 

_23

1

7 

, 

.26 

1 . 

y

i

1

a 

22. 
I

\

L 
‘ —~___ ___~* ~— - — -\ _ _. S _ L* ‘ — » J V ~__ 

18.. 

20. 

25. 

Approved for Release: 2018/03/28 C06731721 

Kamynin, S. .S. and Lyubimskiy, .E. Z. 
“Principles of Reading Symbols Using 
Automatic Machines,-”' at _Scientific-.Tech- 
nical Conference on Cybernetics (1957) 
as reported in Problemy Kibernetiki 
-(Problems of Cybernetics), v 1, -1958, 

'p 

266 (Pergamon Press, London, 1960) 
Kharkevich, A. A. "Pattern Recogni- 
tion,” Radiotekhnika (Radio Engineer- 
ing), v 14, no 5,.-1959 
Sokolov, E. N. “A Probability Model of 
Perception," Voprosy Psikhologii ‘(Ques- 
-tions 0f= Psychology), vi 6, no 2, 1960 
Tiukhtin, V.-. S- “K Probleme Qbrazaf’ 
(On the Problem of Image), Voprosy Filo-= 
sofii~';(Questions~of Philosophy), no 6, 1959 
Blokh, E. L. -“Toward the Question of 
Minimum Description)’ Radiotekhnika 
(-Radio Engineering), v '15, no.2, Feb 60 
Fayn, V. S. “On the Quantity of" Coordi- 
nate -Descriptions of Images in Sys- 
terns for Visible Pattern Recognition," Iz- 
vestiya AN SSSR, OTN, Energetiicai Avio- 
matika (News of the Academy" of Scl- 
ences, USSR, Department of Technical 
Sciences, Power. Engineering and Auto- 
mation);,_no 2, 1960 
-i-.. “On an'.-Abbreviated, Inscription‘ 
of Absolute Descriptions of Images,” .Iz- 
vestciya-AN ‘SSSR, OTN, Enefgetilca 1' Auto- 
matilca, no 1, 1961 
Varshavskii, V. I} and Sokolovskii, V. lA._ 
“On the Problem of Recognizing Configu- 
rations," Kiberfnetilca i Elektron'no-Vy- 
chislitel’naya Telchnika "pp Materialam‘ 
X-V;I Nauchno‘-.TeIch.ni,ches}c0i Ko11feren- 
tsii (of Nauchno-Tekhnicheslcoye Ob‘- 
shch iestvo Radiotekhniki 2' Elelctrosvyazi 
im A. S. Popova) (Cybernetics and Elec- 
tronic-Computing Technology-Materials 
rof the 16th Scientific-Technical Confer- 
ence-of the Popov Society), "Moscowl 
Leningrad, 1-Gosenergoizdat, 1962, .p. 12 -

. 

Mitulinskii, Yu. T. “Recognition of_ Digi- 
tal Symbols," Voprosy .Vychislitel’n0y 
‘Tekhniki (Questions of. Computer Engi- 
neering), Kiev, Gostekhizdat UItS.S'R, 1961 
‘(JPRS':- 16,490, 3 Dec-62,. p 21) 

27. 

28 

29 

t30 

'31 

3? 

33 

Kharkevich, A. A. of Criteria 
in Mechanical Recognition,” Izvestiya 
.AN' SSSR, OTN, Tekhnicheskaya Kiber- 
netilci (News of the Academy of.;Sciences, 
‘USSR, Department of Technical.-Sciences, 
Technical Cybernetics), no 2, Mar/1A_Pr~ 
63 (JPRS: 19,966, 1 Jill 63_,»p'1) 
Ayzerman, M. A. “Experiments on. 
Teaching Machines to Recognize Visual 
Images,” Biological Aspects. of Cyber- 
netics—Gollectio-n of "Works, Department 
of Biological Sciences, Scientific Council- 
on the Complex Problem “Cybernetics,” 
Academy of Sciences ‘USSR -Publishing 
‘House, Moscow, 1962 (JPRS: 19,637, 11 
Jun 63, p 242) 
Blokh, E-. L. “Some Approaches to a 
Practical Solution of the Problem‘ of Rec- 
ognition," Izvestiya A_‘N' SSSR,-, -.O_TN, 
Telchnicheskag/a.Kibernetiki (News of the 
Academy of Sciences, USSR, Department.- 
of Technical Sciences, Technical Cyber- 
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