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But the incalculable element in the 
future exercises the widest influ-

ence, and is the most treacherous.
– Thucydides, History of the

Peloponnesian War

Recent advances in generative 
artificial intelligence (GenAI) have 
prompted tremendous excitement 
and significant trepidation while 
renewing a vigorous public debate 
about just what the growing capabil-
ities of these systems portend for the 
future of work and society. There is 
another, parallel conversation going 
on, though, and this one is being held 
largely behind closed doors. For the 
Intelligence Community, questions 
of how swiftly and how thoroughly 
GenAI should be integrated into its 
distributed collection and analysis 
architecture are being hotly debated 
just as they are in other sectors, only 
with far more at stake.

GenAI is a subset within the larger 
field of AI research that uses trans-
former neural networks (this is what 
the ‘t’ in GPT stands for) in conjunc-
tion with so-called large language 
models (LLMs, a euphemism for vol-
umes of semantic data sourced from 
the internet).1 Narrower models of AI 
based on convolutional or recurrent 
neural networks are often relatively 
good within a particular field (such as 
medicine or law) but otherwise prove 
comically helpless. They are also 

limited by the need for vast amounts 
of labeled data, which makes the 
process of ‘training’ them expensive 
and time consuming. 

Now, with the combination of 
the transformer foundation—which 
enables the AI to mathematically 
examine the relationships between 
sequential data like the words in this 
sentence all at once—and a hefty 
LLM corpus to draw upon, the new 
breed of conversational AI applica-
tions such as OpenAI’s ChatGPT, 
Google’s PaLM, Anthropic’s Claude, 
and Meta’s LLaMA, among others, 
can respond to a wide variety of user 
queries, generating sophisticated 
media output in forms that are useful 
to humans—such as texts, images, 
videos, or even music.2 They can, for 
instance, satisfactorily deconstruct 
or summarize complicated financial 
contracts and technical manuals, 
create surreal artwork, and even pass 
the bar exam.3 

The IC’s interest in AI isn’t new.4 
Indeed, some intelligence compo-
nents have pursued AI solutions for 
decades.5 Historical efforts focused 
primarily on using rudimentary ma-
chine learning and computer vision 
to process and mine voluminous 
sets of data gathered from technical 
intelligence collection systems, to 
identify patterns and spot irregulari-
ties in overhead surveillance, and to 
automate certain time-consuming, 
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routine processes.6 When it comes 
to intelligence analysis, however, 
the pursuit of algorithmic solutions 
to what are essentially fundamental 
problems of analytic uncertainty has 
met with mostly uninspiring results—
until now.

The advent of AI applications that 
can rapidly ingest large datasets and 
from them “generate” useful content 
has convinced the IC’s AI proponents 
that we are at the onset of a new, rev-
olutionary era of intelligence.7 This 
new era, they say, will be character-
ized by how well intelligence services 
leverage AI to collect, process, and 
analyze massive global data streams, 
and the United States will pay dearly 
if it falls behind rival nations in this 
new realm of competition.8 AI’s 
advocates can sound almost evan-
gelical at times in their fervor, with 
some even going so far as to claim 
that generative AI will spell the end 
of intelligence analysis as a human 
activity altogether.9

Skeptics (like me), naturally, 
disagree, finding both the declarations 
of revolution and the dire warnings 
of necessity to be premature, and 
find the apparent drive to integrate 
generative AI applications into our 
most sensitive systems and processes 
to be irresponsible, at best. A more 
judicious approach would recognize 
the potential time-saving benefits of 
GenAI while keeping in mind the 
risks of relying over-much on what 
remain brittle, untested, and untrust-
worthy applications whose inner 
workings not even their designers can 
entirely explain.10 The revolutionary 
new era that AI’s proponents portend 
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might instead turn out to be one that 
is defined by which agencies make 
themselves overly dependent upon 
it—and therefore vulnerable.

Looking past both the hype and 
the histrionics, we find that the reality 
of GenAI is neither quite so won-
drous nor quite so bleak as either 
the proselytizers or the doomsayers 
would have us believe. To be clear, 
transformer models are a genuinely 
remarkable achievement in the pur-
suit of artificial intelligence and have 
certain utility to the craft of analysis. 
The devil, however, is as always in 
the details—and there are ample rea-
sons for us to be cautious about just 
how swiftly and how thoroughly we 
integrate these tools into our commu-
nity’s most important work.

Will AI Revolutionize the Craft 
of Intelligence Analysis? 

If you’ll forgive the use of a 
deservedly reviled analytic trope—it 
depends. It depends on what you 
mean by “AI” and on what you mean 
by “intelligence analysis.” As Alice 
Borene has argued, much routine 
issue updating and summarization of 
fragmented reporting that currently 
absorbs much of an analyst’s valu-
able time might feasibly be trusted to 
generative applications (albeit with 
humans in the loop to check their 
work).11 But while generative AI can 
save time with instant summaries, 
those summaries can also be full of 
lies.12 While generative AI can serve 
as a powerful tool to help analysts 
identify correlations and even to help 
spark new insights, it can also serve 

to diminish the ability of analysts to 
think for themselves, becoming less 
of a prosthetic and more of a crutch.13 
And while the IC faces many of the 
same challenges as the private sector, 
which AI can help address, it also 
faces many other challenges that are 
unique to the field of intelligence that 
AI might just make worse. 

Intelligence is Uncertain
Even with the ability to swiftly 

parse volumes of material, GenAI 
still relies upon a wellspring of 
reliable data to be most effective. 
With certain and ample sources to 
pull from, GenAI applications can 
produce passable generalizations and 
even derive useful, if rudimentary, 
conclusions. The problem is that 
any issue worth being the subject of 
intelligence analysis is fundamentally 
uncertain, characterized by incom-
plete, ambiguous, and often contra-
dictory snippets of partial, unreliable 
information. 

Former NSA and CIA Director 
Michael Hayden once put it like this: 
“If it were a fact, it wouldn’t be in-
telligence.”14 What he meant was that 
because of the inherently uncertain 
nature of intelligence work, intel-
ligence analysts do not, primarily, 
operate in the black-and-white world 
of facts. Intelligence analysis instead 
seeks to illuminate the gray spaces 
of the world that lie somewhere in 
between truth and fiction and that are 
rife with various and often conflict-
ing sets of claims, assumptions, and 
inferences. These are not the sorts of 
issues that generative AIs, who al-
ready have problems telling the truth, 
are well suited for. 

Only the most rudimentary of 
intelligence questions can be reduced 

Looking past both the hype and the histrionics, we find 
that the reality of GenAI is neither quite so wondrous nor 
quite so bleak as either the proselytizers or the doomsay-
ers would have us believe. 
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to a simple, binary answer of “yes” or 
“no” (did an event occur? Is a thing 
located in a place?). More frequent 
and more important intelligence ques-
tions concern intangibles like “will” 
and “intent” and the fundamentally 
unpredictable interactions of complex 
dynamic systems—the sorts of ques-
tions former National Intelligence 
Council Chair Gregory Treverton 
referred to as “mysteries.”15

Here we should recall 
Clausewitz’s timeless tenet: “A great 
part of information obtained in war 
is contradictory, a still greater part is 
false, and by far the greatest part is 
somewhat doubtful. What is required 
of an officer in this case is a certain 
power of discrimination.” Just as 
Clausewitz warned against attempt-
ing to reduce warfare to a crude 
“algebra of action,” we should resist 
all attempts to reduce intelligence to 
formulaic calculation.

Intelligence is, at its heart, about 
risk, contingency, and surprise. It 
is not concerned with averages, but 
rather with exceptions to the average. 
The truth is that, no matter how large 
your model may be, it will never 
encompass the world; that there is 
no amount of data that will permit 
the forecasting of novel events in an 
increasingly complex competitive 
environment wherein innumerable 
threads, material and immaterial, 
sympathetic and antagonistic, are all 
wound together in a Gordian knot 
of causality. In other words, while 
GenAI may be incredibly useful in 
comparatively tame, bounded fields 
such as advertising, customer service, 
medical sales, or even management 
consulting precisely because they 
excel at arranging and correlating 
regularities, the real world has no 

boundaries, and it is the irregularities 
that drive intelligence failures.

It is impossible to fill every 
so-called intelligence gap. Missing 
knowledge is instead far more often 
mitigated by the insight, experience, 
and judgment of expert human ana-
lysts. While informed by data where 
possible and appropriate, intelligence 
analysts are more concerned with 
nuance, judgment, and yes, with 
hunches—or what we might call tacit 
or implicit knowledge if you prefer a 
more scientific term.16

“Tacit” comes from a Latin word 
meaning silent. “Implicit” means 
folded in, referring to the fact that 
implicit knowledge is complex and 
layered. Implicit knowledge, then, 
is an emergent phenomenon that 
we sometimes call intuition or a 
“gut feeling.” It is something that 
arises from experience, knowledge 
of multiple domains, and the com-
plexity of the human brain. In short, 
tacit knowledge emerges from the 
uniquely human synthesis of explicit 
knowledge, and this is what makes 
it incredibly difficult to quantity in 
terms a synthetic intelligence can 
parse. As polymath Michael Polanyi 
once put it, “we know more than we 
can tell.”17

Many of these issues derive ulti-
mately from a deceptively seductive 
desire to make the world legible, and 
perhaps even to render it predict-
able, through the sheer accumulation 
of data. This fallacy is rooted in a 
misguided conflation of the social 
and natural sciences, in faith that the 
tools and methods of the former can 

be made applicable to the latter, with 
a few tweaks. It posits a simplifica-
tion of the inherently complex by 
forfeiting context, attempting to make 
the abstract straightforward and the 
messy machine-readable. Just as the 
military-technical revolution propo-
nents mistakenly conflated sensing 
and targeting with strategy, the IC’s 
AI proponents can often appear to 
conflate data and information with 
intelligence.18 Both are examples of 
mistaking the tactical for the strate-
gic, the finite for the infinite.19

As long centuries of history have 
demonstrated, however, reality is 
different. There is a fundamental and 
perhaps unbridgeable gap between 
the physical and natural and the 
social and political—and intelligence, 
strategy, and foreign policy are all 
primarily political (which is to say, 
adversarial) subjects. 

Intelligence Is Adversarial 
Intelligence analysis is not a 

neutral field of academic research—
intelligence is a deeply adversarial 
political activity undertaken by, 
and directed primarily against, rival 
states. Because of its inherently 
antagonistic nature, intelligence is a 
discipline mired in lies. This aspect is 
not tangential; it is fundamental. 

All intelligence is vulnerable to 
deliberate and at times elaborate 
deceptive measures undertaken by 
hostile foreign intelligence services, 
who have diverse and effective ways 
of concealing, distorting, and poison-
ing the information that intelligence 

It is impossible to fill every so-called intelligence gap. 
Missing knowledge is instead far more often mitigated by 
the insight, experience, and judgment of expert human 
analysts. 
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services strive to acquire from them. 
Any means of intelligence collec-
tion is vulnerable to deception, from 
purportedly secret documents passed 
by recruited human sources to the 
ethereal streams of technical data 
gathered by billion-dollar satellites. 

Because of these competitive 
aspects, intelligence work is most 
often not at all like data science—de-
spite many attempts in recent years to 
make it so. In data analytics, the right 
piece of information can usually be 
found if the researcher designs their 
study well. Intelligence analysis is 
usually more like the old trope about 
putting together a jigsaw puzzle, only 
with someone else constantly trying 
to steal your pieces while also placing 
pieces of an entirely different puzzle 
into the pile you’re working with. 
In a future competitive environment 
that is inundated with AI-generated 
content, this problem will only 
become worse, making it both easier 
to deceive and harder for analysts to 
accurately judge the capabilities and 
intentions of adversaries.20

As a result, intelligence analysts 
are less like data scientists and more 
like judges. Both practice a sort of 
impartiality, as both are obligated by 
conscience and their sense of pro-
fessionalism to adhere as closely to 
the facts as possible. Yet while the 
academic scientist can call their task 
complete once a topic is accurately 
observed and explained, the analyst 
(like the judge) must go further—she 
must pass judgment. She must pass 
judgment on many things: on which 
sources to consider reliable, on which 
to discount or cast aside, on how 
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much material a customer can feasi-
bly make use of, on just how explicit 
to make their suppositions, infer-
ences, and uncertainties. Intelligence 
analysts are also not completely 
impartial—they should, after all, 
want their own side to “win,” or at 
least to make better decisions in the 
face of uncertainty than their rivals, 
approaching something like truth in 
the outcome. The same cannot be 
said for GenAIs, which are currently 
challenged by the very notion of 
truth—because truth, at least so far as 
concerns humanity, is an ontological 
problem, not a mathematical one.

Promise and Peril 
The truth is that no one knows 

what the future holds in store with AI, 
nor that future’s implications for the 
world, let alone the IC. The engineers 
designing AI systems themselves do 
not know all of the potential uses 
(and hidden limitations) of what they 
are building, let alone how progres-
sively variant iterations of those ap-
plications will be used ten, twenty, or 
fifty years from now.21 While we can 
catch glimpses of potential AI futures 
here in the present, these are fleeting, 
incomplete, and often illusory—much 
like intelligence work.

On the one hand, AI is already 
remarkably well suited to perform 
routine and time-intensive tasks that 
often make humans bored and thus 
prone to error. In the foreseeable 
future, analysts will be able to use AI 
to analyze handwriting collected by 
human agents, identify targets of in-
terest from ubiquitous and persistent 

space-based and air-breathing 
overhead surveillance platforms, and 
identify micro-expressions that may 
serve as tells during source interviews 
or interrogations. Researchers at 
Microsoft, for instance, have written 
a lengthy treatise that lists many other 
surprising ways in which computer 
vision applications can be used, for 
instance, reading an operating manual 
to learn how to pilot a machine or 
diagnose a patient.22 AIs will, for 
some tasks such as geolocation, make 
today’s best open-source analysts 
look like amateurs. AI will be critical 
in fields such as cybersecurity, where 
the digital conversation between 
attacker and defender is incessant. We 
will require security applications that 
evolve at the speed of AI in a future 
where AIs develop and deploy cyber-
weapons autonomously.23

People, on the other hand, excel 
at higher-order critical, creative, 
imaginative, and innovative thinking 
under novel, unstructured, or ambigu-
ous conditions. They are empathetic, 
imaginative, and capable of authentic 
emotional engagement with others. 
Empathy is key—both for the foreign 
adversaries that intelligence analysts 
seek to understand and anticipate, 
and, crucially, for the users of intel-
ligence they exist to serve—because 
intelligence is at its core a charac-
teristically human endeavor that is 
ultimately and essentially about the 
perspectives, thoughts, fears, desires, 
and behaviors of human beings. 

More specifically, intelligence 
is most concerned with a relatively 
small number of individual human 
beings—the foreign political and 
military leaders and other decision-
makers who inform the decisions to 
invest in a weapons program or a new 
hospital, to ally with or bandwagon 

Intelligence analysis is not a neutral field of academic 
research—intelligence is a deeply adversarial political ac-
tivity undertaken by, and directed primarily against, rival 
states. 
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against, to wage war, or to sue for 
peace. While we can sometimes 
estimate the average behavior of 
groups of humans, the behavior and 
decisions of individuals are famously 
difficult, if not impossible, to pre-
dict. Expert intelligence analysts 
immerse themselves in the histories, 
languages, and cultures of foreign 
places to better adopt the perspective 
of those who live there, with all the 
inherent biases and preferences of 
their fears, internal contradictions, 
and other irrationalities that are the 
sum of personal experience and 
acculturation.

Fortunately, there is no shortage 
of both types of work in the intelli-
gence world, which potentially makes 
for a match made in heaven. As 
the Director of CIA’s Open-Source 
Enterprise Randy Nixon has said, “AI 
is a starting point.”24 If the IC applies 
AI smartly, it will lead to an empow-
erment of the human, not a loss of 
agency to the machines. AIs will soon 
be able to see, hear, listen, and speak 
to us, in real time, across multiple 
platforms. This means analysts will 
be able to have real conversations 
with seemingly intelligent digital 
assistants. Our AI assistants will 
generate our travel reports, draft our 
emails, and offer editorial corrections.  
They will serve as encyclopedia, 
thesaurus, and search engine all in 
one, all while managing our inboxes, 
deconflicting our meeting calendars, 
monitoring our favorite newsfeeds, 
and even offering advice or chiding 
us against bias creeping into our writ-
ing. A compelling vision of this future 
was sketched out by Joseph Gartin 
not so long ago in these very pages.25 

At the same time, intelligence ser-
vices must be cognizant and cautious 
of the very real risks incurred by the 

too-rapid or the too-comprehensive 
integration of AI into their collection 
and analysis enterprises, a sampling 
of which follows.  

GenAIs are not pure search en-
gines trained to find and source facts. 
They are instead a sort of voluble 
calculator, whose transformer mod-
ules mathematically predict the next 
likeliest word to appear in a string of 
text based on the corpus available to 
it. Thanks to the way this calculation 
works, generative AIs are famously 
susceptible to “hallucinations,” that 
is, generating imaginary facts, figures, 
reports, quotes, and citations.26 In one 
particularly egregious case, GenAI 
even fabricated a slew of legal opin-
ions and judicial precedents when an 
attorney preparing a case asked for a 
brief.27 It’s important to understand 
that the LLMs are not lying to us. 
They’re simply doing what they are 
told, which is giving users what they 
ask for—for better and worse. If the 
bulk of an LLM corpus suggests a 
citation should exist, the AI will gen-
erate it even if it doesn’t. Generative 
AI will find what we tell it to find.28 
But, of course, the problem in finding 
what we’re looking for is that we are 
often surprised when the things we’re 
not looking for find us instead.

Another issue that should give the 
leaders of the intelligence commu-
nity pause is the pernicious effects 
AI has on human reasoning. There 
are troubling (but perhaps, unsur-
prising) indications that extensive 
use of AI can render humans less 

capable, not more. One study found 
that humans using a high-quality AI 
application became lazy and careless 
over time, letting the AI take over 
instead of using it as just another 
tool. The author, Harvard researcher 
Fabrizio Dell’Acqua, refers to this as 
users “falling asleep at the wheel”—
which is one thing when it happens 
to recruiters, but quite another if 
it happens to intelligence officers 
responsible for informing strategic 
decisions.29 

A great amount of time and effort 
is spent training intelligence analysts 
to identify and mitigate the effects of 
bias, but bias is quite literally built 
into generative AI models. GenAI 
reflects the values, frames, and biases 
of the models they are built around 
and trained upon, regardless of how 
large they are. One of the chief 
restraints of at least the current slate 
of GenAI is the fact that all of these 
LLMs aren’t quite as large as we 
might imagine. They represent only a 
narrow slice of the online world, and 
a slice that’s predominantly white, 
male, and anglophone at that—which 
is to say, not exactly the most use-
ful corpus for intelligence purposes 
(except maybe those of foreign 
intelligence services). Even more 
worrisome than AI making its users 
careless, perhaps, is another study 
that demonstrates human users of AI 
“absorbing” the system’s built-in bi-
ases. Worse, these users were shown 
to retain those biases even after they 
stopped using the AI tool.30 

Expert intelligence analysts immerse themselves in the 
histories, languages, and cultures of foreign places to 
better adopt the perspective of those who live there, with 
all the inherent biases and preferences of their fears, in-
ternal contradictions, and other irrationalities that are the 
sum of personal experience and enculturation.
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Eventually, in a world where AIs 
are both generating and consuming 
content, over time everything might 
start to sound alike. Some AI re-
searchers have even suggested that 
AIs trained on AI-generated content 
would eventually collapse under the 
recursive weight of semantic satu-
ration, losing their ability to form 
coherent sentences altogether.31 

In conclusion, intelligence leaders 
must remember that for all its seem-
ing sapience, AI is, again, just a tool, 
and one for which there is no user 
manual. For some tasks, generative 

AI can achieve remarkable results 
(although usually with significant 
prompting from a human user). For 
others, it outright fails, either grace-
fully or spectacularly, and the ability 
to distinguish between these out-
comes beforehand is not always obvi-
ous. Like any tool, AI is, at its best, a 
prosthetic for authentic intelligence, 
which, if aptly applied, will help 
human intelligence analysts to better 
serve the users of intelligence. It will 
augment our understanding, reason-
ing, and yes, even our creativity.32 

AI holds promise and peril for the 
craft of intelligence analysis, and the 
ways IC leaders choose to employ 
it will make all the difference. If 
intelligence officials are seduced by 
the characteristically American con-
ceit that the world can made legible 
through technical means alone, they 
will be frustrated when the algo-
rithms inevitably break in the face of 
nuance or novelty. Alternatively, if 
they choose instead to adopt a more 
cautious and judicial approach to 
use AI as primarily an aid to human 
analysis, harnessing its potential to 
augment the natural ingenuity and 
empathy of our community’s analytic 
cadre, the IC—and more importantly, 
the nation—will benefit.

v v v
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Like any tool, AI is, at its best, a prosthetic for authentic 
intelligence, which, if aptly applied, will help human intel-
ligence analysts to better serve the users of intelligence. 
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